
The period spent at UCD has brought the research to the following step forward in the

investigated problem. We have identified a method for non independent samples that is

able to apply for the type of data that we are given. Here is a short report of the method.
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Our aim is to identify J e h to maximise the joint probability. We have:
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The way the empirical data are related to h and J is, given that 〈m1〉BG = 〈m2〉BG =

· · · = 〈mR〉BG,
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where µ = tanh(Jµ+ h) By consequence:
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its estimator will be:
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and
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the old case instead said
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The method just identified will be soon applied to real data.
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