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Abstract: ETSI Hiperlan/2 is a European standard for 
the broadband wireless LAN based on OFDM 
modulation scheme. Generally, OFDM applications 
are very sensitive to the carrier frequency offset (CFO) 
and accurate frequency synchronization is demanded. 
In this paper, the effect of CFO in Hiperlan/2 is 
analyzed. Applicable algorithms for CFO estimation 
are proposed, and their performances are evaluated 
and compared under different channel conditions.  
 

I. INTRODUCTION 
 

Hiperlan/2 and IEEE 802.11a represent two broadband 
Wireless LAN standards that operate in the 5 GHz band 
and choose Orthogonal Frequency Division Multiplexing 
(OFDM) as the modulation scheme for the physical layer. 
Hiperlan/2 standard for physical layer [1], has been 
approved by ETSI in February 2001. The transmission 
format on the physical layer is a burst, which consists of a 
preamble part and a data part. So rapid acquisition and 
synchronization are needed at the receiver. 
 
The main synchronization tasks in such a TDD-TDMA 
mode network as Hiperlan/2 can be divided into three 
aspects, i.e. frame detection, symbol timing estimation 
and carrier frequency offset correction. The former two 
have been discussed in a paper [2] published by the 
Centre for Communication System Research and several 
algorithms been developed. In this paper, we will focus 
on CFO estimation and give the applicable algorithms for 
Hiperlan/2.  
 
The paper is organized as follows: Section II gives the 
signal model and analyzes the effect of frequency offset 
on the system performance. In Section III, firstly the 
different preamble structures defined in the standard are 
introduced. Then algorithms using these preambles for 
CFO estimation are proposed and their performances are 
compared under different channel conditions. And some 
conclusions are followed in Section VI. 
 

II. MODELING AND EFFECT OF CFO IN 
HIPERLAN/2 

 
In Hiperlan/2, one OFDM symbol is constituted by a set 
of 52 subcarriers and transmitted with duration of 4.0 µs . 
There are 48 data subcarriers for data transmission and 4 
pilot subcarriers for reference information. The length of 
the useful symbol part is equal to 64 samples in the time 

domain and cyclic prefix part is 16 samples. 64-IFFT are 
used to generate the baseband signals, and the baseband 
format of a transmitted symbol is given by 
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 Here N=64, 2K=52. { kX } are complex data symbols 
transmitted through the k th subcarrier that can be the 
constellation of BPSK, QPSK, 16QAM or 64QAM. In 
order to facilitate implementation of pulse-shape filter, 
oversampling can also be applied by padding a number of 
zeros in the middle of the transmitted data and using N-
IFFT, where N>64 and N= n2 . One transmitted symbol is 
denoted as { 101 ,...,,,..., −−− NNGN xxxx }, where the first G 
samples are cyclic prefix with duration 0.8 µs  to 
eliminate ISI. The discrete format of the impulse response 
of the time-variant multipath channel is given by 
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Here P denotes the number of paths and pτ is discrete 
relative delay of the p th path.  
 

Channel Characteristic RMS delay (ns) 
A 
B 
C 
D 
E 

Rayleigh 
Rayleigh 
Rayleigh 

Rice 
Rayleigh 

50 
100 
150 
140 
250 

Table 1: Hiperlan/2 Typical Channels 
 
Usually there is some tolerance for symbol timing errors 
in OFDM, if the duration of the cyclic prefix greater than 
or equal to the time spread of the channel, which it is 
usually the case in Hiperlan/2 considering different 
channel conditions defined in the standard [3] (to see 
table 1). However, OFDM is extremely sensitive to CFO 
since any of CFO will degrade the orthogonality of 
subchannels and will cause ICI. Figure 1 depicts the 
effect of CFO on the BER performance at the receiver of 
Hiperlan/2 in AWGN channel. Differentially detected 
QPSK is employed without channel coding, interleaving 
and clipping effect, and at the same time, perfect symbol 
timing is assumed.  
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Figure 1 BER vs channel SNR performance over AWGN 
channels with CFO presented. Here e is the normalized CFO 
which is a fraction of subcarrier spacing. 
 
From Figure 1 we notice that the receiver can tolerate 
only fractional CFO without greatly degrading system 
performance. For example, at SNR=14, for a negligible 
degradation of about 0.2 dB, the maximum tolerable 
frequency offset can not extend 0.01 of the subcarrier 
spacing.  
 
The effect also can be analyzed mathematically. After 
passing through the fading channel, the received signal is 
sampled at the OFDM sample rate 1/T. The channel can 
be considered invariant during one symbol time, since 
coherence time of the channel is 

smsfT dopplerc µ0.45.7/4.0 >>=≈ . Therefore, there is 

pp hnh =)( , 1,...2,1,0 −= Nn  in (2). Assuming perfect 
symbol timing the samples belonging to the first effective 
OFDM symbol can be written as  
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where ε is normalized frequency offset 1/ ff∆=ε  ( 1f  is 
subcarrier spacing), and nw is the sampling output of 
AWGN. We note here if ε  extends beyond subcarrier 
spacing, we can divide it into two parts: IF εεε += , 
where Iε  is the integral part of the frequency offset, and 

10 <≤ Fε  is the fractional part of the offset. The output 
at the m th subcarrier after FFT is  
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Substituting (1), (3) into (4) and rearranging yields, 
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is ICI caused by other subcarriers; and 

Nmnj
N

n
nm ew

N
W /2

1

0

1 π−
−

=
∑= is additive noise in the mth 

subcarrier bandwidth.  
  
There are some remarks for Equation (5) as follows. The 
effect of fractional part Fε and that of integral part Iε  are 
different on the demodulated symbols. The main effect of 

Iε is to cause received subcarrier signals shift by Iε  
subcarrier positions. Moreover, at the edge of bandwidth 
some signals modulated on the lowest and highest 
subcarriers are lost owing to this shift. On the other hand, 

Fε causes a loss of mutual orthogonality between the 
subcarriers, then ICI occurs (to see mI ). Besides, the 
modulated symbol mY experiences an amplitude 
reduction and phase shift due to Fε . The above two 
effects make the system performance very sensitive to 

Fε , as has been depicted in Figure 1. Hence, accurate 
and applicable algorithms are needed for Hiperlan/2 to 
correct both integral CFO and fractional CFO, which is 
the topic of our further discussion in the following 
sections.  
 

III. CFO ESTIMATION ALGORITHMS FOR 
HIPERLAN/2 

 
In Hiperlan/2 physical layer standard [1], a maximum 
frequency offset of RF carriers at both Access Point (AP) 
and Mobile Terminal (MT) has been specified to be 
within ±20 ppm. Therefore, at a central frequency of 5.32 
GHz, a maximum frequency offset of ±212.8 KHz could 
be experienced between any two transceivers, which is a 
fractional CFO about 0.68 of the subcarrier spacing. So 
an algorithm the correction range of which is at least of 
one subcarrier spacing is expected. It is meaningful to 
find an estimator with wider acquisition range for the 
following reasons. Considering the effect of Doppler shift 
added to the carrier inaccuracy, maybe the total CFO 
could be over one subcarrier spacing sometimes in the 
worst case. Moreover, the more CFO range we can 
estimate, the less accuracy of RF carrier is demanded. For 
example, if we can estimate a range of two subcarrier 
spacing (625KHz), a maximum frequency offset of about 
60 ppm can be tolerated, which is a condition easily met 
by commercial devices.  
 
There have been a lot of approaches to CFO estimation 
for OFDM in literature which can be categorized as data-
aided methods [4]-[8] and blind ones [9]-[11]. Blind 
schemes usually exploit the specific redundancy 
associated with the cyclic prefix and suitable for the 
continuous transmission. Van de Beek gives a maximum 
likelihood estimator in ideal channels [9]. And some later 
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work extend it to multiuser systems [10], dispersive 
channels [11] respectively. Data-aided methods using 
reference symbols ahead of data payload are more 
suitable for fast and reliable synchronization required by 
burst transmission. A maximum likelihood estimator is 
given in [4], where two consecutive and identical 
reference symbols are used and CFO is calculated in 
frequency domain after taking the FFT. The acquisition 
range is limited to ±1/2 subcarrier spacing.  Schmidl and 
Cox employ two training symbols to extend the 
estimation range to the overall transmitssion spectrum 
theoretically [5], where the first symbol is used to 
estimate fractional CFO and the second one for integral 
CFO. Modified versions of [5] are proposed in [6] and [7] 
based on different training symbol structures. Other 
approaches include Lambrette’s scheme using single 
carrier training data [8], etc. 
 
All the data-aided schemes mentioned above rely on their 
own defined training symbol structures, which are not 
definitely compatible with the Hiperlan/2 standard. 
Therefore, we need to modify these methods to adapt 
them to Hiperlan/2 standard and evaluate their 
performance in Hiperlan/2 simulation environment. 
 
A. The Training Structures in Hiperlan/2 
The Hiperlan/2 medium access control is based on a 2ms 
MAC frame sent continuously. The AP allocates time 
slots dynamically in the MAC frame for broadcast phase, 
downlink phase, uplink phase and random access phase. 
At the start of the frame is a broadcast burst, which 
informs MTs about time during the MAC frame in which 
they must listen to the transmitted data or they are 
allowed to transmit their data. According to the MAC 
protocol in Hiperlan/2, Five types of burst preambles 
have been defined in PHY layer standard [1], which can 
be used for time synchronization, frequency 
synchronization and channel estimation.  
 
Figure 2 shows the structures of the preambles. A and B 
are short OFDM symbols of 16 time symbols, and AI/BI 
is the negative replica of A/B. Section A and Section B 
can be produced integrally by applying IFFT onto the 
frequency-domain sequences of 12 loaded subcarriers. 
 

 
Broadcast preamble 

 

C  C  CP  

t pream ble = 8.0  µ  s  

 
Downlink preamble 

 
Long uplink preamble (direct link burst)/Short uplink preamble 
 

Figure 2. Preamble structures in Hiperlan/2 
C is long OFDM symbols with regular length, and CP is 
the cyclic prefix of 32 time symbols. In frgure 2, every 
type of burst preambles has the structure of Section B and 
Section C except downlink burst. It should be noted that 
in the structure of a MAC frame, the downlink burst is 
always preceded by a broadcast burst, and is received 
after the frequency offset. Therefore, the above two 
sections are used to implement CFO estimation 
algorithms. 
 
B. Algorithms with Section B 
Algorithm A: All the existing algorithms are based on the 
fact that CFO alters the phases of all subcarriers in 
exactly the same way, as for two identical parts of OFDM 
symbols in time domain, there is only a phase rotation 
between two parts if not considering the distortion caused 
by channel (to see (3)). Autocorrelation between these 
identical time domain samples (L samples long), 
therefore, can be implemented to estimate CFO. 
Correlation function is as follows,  
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Then the phase rotation can be estimated as  
))0(arg(/ˆ2ˆ PNL === επφ                 (7) 

 
Figure 3. Description of Section B 

The observation range of φ̂  is limited to [ ]ππ +− , , so 
acquisition range of ε̂  is limited to [-N/2L, +N/2L]. The 
shorter the length L of these identical parts, the larger 
estimation range that can be obtained, at the price of less 
accuracy since less samples are averaged.  
 
In Section B, the preamble signal is periodic with both 
periods 1T and 2T  (to see Figure 3), L can be chosen as 

1T  and 2T  respectively. To get the maximum estimation 
range, 1T  is chosen. 
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(b) 

Figure 4 MSE versus SNR in (a) AWGN (b) Channel A and 
Channel E  
 
In order to add the average of the correlation, observation 
window can be extended to the shaded area for the reason 
that they rotate phases in the same mode. Then (6) is 
modified as  
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Estimation of ε  is given by  
))0(arg()/2(2/ˆˆ DLN ⋅== ππφε              (9) 

whose variance is calculated using the method given by 
[5] 
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Algorithm b: In [6], an algorithm is proposed which can 
be implemented in Hiperlan/2 using Section B with only 
slight modification. A training symbol with M (M>2) 
identical parts in time domain is assumed (in Section B, 
M=4). The proposed estimator exploits the correlations of 
the samples 
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Here, L=N/M and H is a design parameter (to get the 
minimum variance, choose H=M/2). Considering the 
angles 

πϕ 2)}]1(arg{)}([arg{)( −−= mRmRm , Hm ≤≤1  
ε can be estimated by 

 )(/22/)()(ˆ mLmNm ϕππϕε ⋅==        (12) 
Then the best linear unbiased estimator is given by  
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Here, var ( ε̂ ) achieves its minimum [6] 
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To evaluate the performances of the both algorithms, 
simulation has been run under AWGN, Channel A 
(indoor condition) and Channel E (large open space). The 
relative speed between AP and MT is considered as 5 
km/hour, and at the same time, perfect timing is assumed. 
In Figure 4, the mean square error (MSE) of the 
estimation has been given as a function of average 
channel SNR, as well as the theoretical variance of the 
two algorithms. It can be seen that MSE in AWGN 
channel is quite close to the variance of the estimator 
especially for SNR>10. In multipath fading channels, 
performances of both algorithms experience a floor with 
increase of SNR, which is because of the ISI caused by 
the channel delay spread. 
 
Algorithm a and Algorithm b are all unbiased estimators 
in nondispersive channel, and their acquisition range are 
all 2 subcarrier spacing. Algorithm b is superior to 
Algorithm a for MSE, which is 0.97 dB lower 
theoretically. However, it is at the price of greatly adding 
the computational complexity. Algorithm a needs 192 
real products and 191 real additions, while Algorithm b 
requires 320 real products and 318 real additions. 
Considering the calculation load and performance, 
Algorithm a is more applicable.  
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Figure 5 Performance of the revised algorithm a 

 
Revised Algorithm a: In Figure 4 (b), it shows that 
performance of the estimators at high SNR in dispersive 
channels is much worse than that in AWGN. That is 
because in Algorithm a and b, the delay spread causes ISI 
and distorts the training symbols. To eliminate ISI, we 
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can consider the first identical part of Section B as the 
cyclic prefix and apply the correlation from the second 
part, that is  
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It is shown in Figure 5 that revised algorithm a 
significantly improves MSE performance at high SNR 
conditions in dispersive channels. Since CFO estimation 
usually is applied in a relative high SNR condition, 
revised algorithm a is superior to algorithm a and b, 
considering the performance and calculation load. 
 
C. Algorithms with Section C 
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Figure 6 Performance of fine CFO estimation algorithm 

 
Section C is formed with two identical symbols of regular 
length and a cyclic prefix of double length, which is 
designed for channel estimation. Section C cannot easily 
be used for initial estimation of CFO since the symbol 
length limits the estimation range. However, in some 
cases that more accurate estimation is needed, it can be 
applied for the fine CFO correction, in which the residual 
CFO is corrected after the coarse CFO estimation. 
Correlation Function (6) can be applied with L=N, d=32. 
The performance of fine CFO estimation is shown in 
Figure 6.  
 

IV. CONCLUSIONS 
 

In this paper, the frequency synchronization issues for 
Hiperlan/2 are studied. Sensitivity to CFO is analyzed 
both in mathematical aspect and simulation environment. 
It shows that only a fractional CFO not over 1% of 
subcarrier spacing can be tolerated without largely BER 
loss. Different algorithms for CFO estimation are 
presented, which are compatible with the preamble 
structures defined in Hiperlan/2 standard. It has been 
shown that algorithm a and algorithm b are two 
applicable methods for CFO initial estimation in 
Hiperlan/2, the acquisition range of which is large enough 
to satisfy the requirement. The revised algorithm a is the 
optimal method in dispersive channels and at high SNR 
level. And, the algorithm with Section C can be 

implemented for residual CFO estimation with 
satisfactory performance. 
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Abstract

In this paper, we study different methodologies for
implementing fingerprint authentication in embedded systems,
namely the DSP and System-on-Chip approaches. Hardware
experiments were conducted for evaluation of these
approaches. Results show that the SoC system with fixed-
point arithmetic support is probably the most ideal candidate.

1. Introduction

With the recent development in mobile commerce,
authentication technologies quickly become critical parts in
embedded devices like PDAs, cell-phones, etc. Among such
technologies, fingerprint matching is the most common
method. Yet, fingerprint matching algorithms involve
substantial amounts of computation, making it a non-trivial
task to achieve in the embedded devices. Several methods can
be used to enable the implementation of fingerprint
authentication in embedded systems. They include the
Application Specific Integrated Circuit (ASIC), Digital Signal
Processor (DSP) and System-on-Chip (SoC) methods. In this
paper, we will review the fingerprint matching algorithms
and study their implementation using DSP and SoC methods
experimentally. Our experience should provide a guidance for
future development of other biometrics applications in the
embedded system environment.

2. Fingerprint embedded systems

Fingerprint system can be generally divided into two types,
identification and verification applications.

Identification application means identification of a person
from a group of individuals. It often searches a database for
the identity of a person using the person’s fingerprint as
index. The database size can range from a few persons
(home use) to hundreds of persons. The performance of such
system is database size dependent. Access control is a typical
identification example. Figure 1 shows the block diagram of
a common access control system. Enrollment is conducted
when a user first registered a fingerprint in the system. The
core part of the system is the authentication device. It needs
to handle different connection such as Ethernet, RS232 and
Wiegand (an industrial standard security protocol sending bit
strings of specified length and specified content) in order to
communicate with enrollment machine, database server and
security controller.

Since our concern is limited to embedded systems, we will
focus on those applications involving only a few fingerprint
records so that all the components in Figure 1 are hosed in

one single embedded system and real time performance is
expected.

Figure 1: Block diagram of physical access control system

Fingerprint authentication often refers to the verification of a
person’s identity using his/her fingerprints. It is actually a 1-
to-1 fingerprint matching problem. Such a problem can be
well handled by a desktop PC in real time. The block
diagram of fingerprint verification system is shown in Figure
2.

Figure 2: Fingerprint verification system

In mobile commerce activities, the authentication will be
conducted in a PDA or cell-hone. When implementing such a
system on an embedded device like a PDA, we encounter
difficulties due to slower CPU speeds, absence of cache and
most important of all, absence of a floating point unit. While
optimizing the authentication, we cannot afford to sacrifice
reliability. Thus, a fast, low cost and accurate methodology
must be developed for fingerprint matching for embedded
applications.

3. Fingerprint basics and system design

A human being’s fingerprint contains numerous ridgelines.
The end of a ridgeline forms a termination and the merge of
two ridgelines forms a bifurcation as shown in Figure 3. A
termination or a bifurcation is called a minutia point. The set
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of the minutia points constitute the features characterizing a
fingerprint. The matching of two fingerprints is based on
comparing the existence and locations of the minutia points.

Figure 3: (a) Bifurcation (b) Termination

In this paper, our focus aims at accomplishing the fingerprint
authentication in embedded processors in real time. As shown
in the lower part of Figure 2, the authentication process is
made of three steps. Fingerprint capture is basically an I/O
process that can be accomplished in real time without
difficulty. Minutia matching is point-matching technique. Its
implementation is not complicated so that a smart card
processor can be programmed to complete the job in real time
[6]. The most time consumption processing is the feature
extraction step. It also dominates the accuracy and
performance of the authentication process.

Feature extraction (The direct gray scale approach) [7] can be
divided into several parts. They are image enhancement,
segmentation, image orientation, core point location and
minutia extraction.

a) Image enhancement/filtering
This part aims at enhancing the image quality before
feature extraction. Common techniques like the
application of a directional filter[8] or image
normalization [9] is often employed.

b) Image segmentation and orientation
This part computes the orientation of the fingerprint
image and identifies the Region of Interest (ROI) [11].

c) Core point location
This part locates a core point [10] for fingerprint
alignment and matching. It is computed from the
orientations of the ridgelines obtained from step (b).

d) Minutia extraction
This part traces the ridgeline with the helps of
orientation information and find out the bifurcation and
termination features [14].

In general, the feature extraction process is a n3 process,
assuming that that fingerprint is a n by n image. Steps (a) to
(d) involve intensive floating point calculations, especially
approximations of trigonometric functions. Filtering can
often be discarded in embedded system implementation of
fingerprint verification systems.

4. Implementation

Like other embedded systems, the design of a fingerprint
matching system requires the considerations of cost,
development time and runtime performance. Since real time

response is the critical factor in this case, we will focus on
the searching of an appropriate implementation strategy that
can yield such performance.

Previously, we had completed the development of a
fingerprint authentication software on a PC. The 4000 lines
program written in C language runs under the Microsoft
Windows environment and can gives response in less than 1
second. When the same program was compiled to run in an
embedded Linux environment under a PDA which has a 200
MHz StrongArm CPU, the average run time was more than
20 seconds. The obvious critical task is to enhance the
program execution time. In this regard, we took two
approaches to tackle the problem. They are DSP and SoC
approaches.

4.1. The DSP approach

As the cost of the embedded fingerprint system should be as
low as possible, we decided to conduct our work using a fixed
point DSP rather than a floating point DSP [2]. For
experiment purpose, we used a development board driven by
a 40 MHz16-bit fixed point TI TMSC320C52 DSP with very
limited on-chip data RAM and ROM. The TMS320C52
features a 4K*16-bit programmable ROM on-chip, and
carries a 1056*16-bit data RAM on-chip. At the same time,
the development board supports 32K*16-bit words of
external memory. The DSP was connected to an Axis
embedded Linux development board based 100 MHz
embedded processor.

There are two methods to implement our fingerprint
authentication program on the DSP platform:
1) Translate all the C source code to assembly language

manually. This method gives a very high performance.
But it is a very time consuming process.

2) Translate all the C source code to machine language
under TI’s C5X Code Composer Compiler [4].

To shorten the integration time, we decide to use the second
method. With this approach, we can simulate the interface of
software and hardware components in a short period of time.
Although we use Code Composer as our development
software, we still need to process certain modification when
integrating to the DSP platform. First of all, the size of the
fingerprint image to be processed has to be reduced to 64*64
pixels because of memory-limitation. Although it is harmful
to the performance of the fingerprint authentication
algorithm, our goal is to investigate the runtime of our
algorithm. Secondly, our original program generates a lot of
intermediate data. These data that were previously stored in
dynamically allocated memory locations were reallocated to
static memory locations since dynamic memory allocation is a
very time consumption procedure in DSP processing.

Memory consumption is especially severe. Since the DSP and
the host embedded processors operate at different speeds, it
would not easy for them to share common memory. Moreover,
the DSP accesses its built-in memory much faster than
external memory. Therefore, fingerprint image data captured
from a sensor must be transferred from the embedded

(a)

(b)
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processor’s memory to the DSP before the DSP can process
them. In this way, memory requirement is doubled!

We have implemented both floating- and fixed-point versions
of fingerprint authentication algorithm on the DSP. Figure 4
shows the number of instructions needed for the DSP to
process the algorithm in the experiment.

Figure 4: Comparison of number of instruction on
TMS320C52 on fixed- and floating-point on fingerprint
verification implementation

The total number of instructions needed for the fixed-point
fingerprint algorithm is about 76 million while floating-point
fingerprint algorithm needs about 1000 million. The floating-
point version executes far more instructions because they are
emulations only. The time measurement is about 1.9s and
26.1s on fixed-point and floating-point implementation
respectively. Obviously, more time will become necessary to
run the fingerprint authentication algorithm when the image
size is 256*256.

Beside the DSP hardware, the embedded Linux system also
contains extra hardware like the sensor, display, etc. The
additional hardware connections increase the system
complexity and reliability. This will increase the overall cost
directly.

Therefore DSP design may not suitable for development of
embedded fingerprint system.

4.2. SoC Implementation

Another approach for embedded fingerprint system is the use
of System-on-Chip (SoC). SoC is a new type of hardware
architecture with complex hardware that integrates different
IP cores together. Besides the core processor is inside a SoC,
it is also equipped with hardware controllers for different
peripherals such as LCD and input/output device controllers.
In fact, a SoC processor is more or less like the general-
purpose processor but without floating point coprocessor
because of cost and power consumption consideration. As all
required processing have to be performed on the SoC as a
standalone processor, this helps to reduce power consumption,
minimize chip areas and simplify the hardware and software
development process [3]. The ultimate question is to identify
a suitable SoC processor and build an associated system
capable of authenticating fingerprints in real time.

The use of SoC is suitable for embedded fingerprint
verification system. First, as we have mentioned in Section 2,

an embedded fingerprint system need to interface its users in
the real world. SoC’s built-in I/O controllers provide easy
hardware interfaces to fingerprint sensors and LCD displays.
With the use of SoC, system integration task shifts to
software design.

Figure 5 shows the software architecture using the SoC
design. Like a regular computer system, it can be divided
into three layers, hardware layer, kernel layer and
application layer [1]. With this approach, we can develop
multiple applications on a single kernel for extensibility of
the embedded fingerprint system. Besides, we can maximize
the reusability on the software code. Nevertheless, we must
verify if the layered approach will bring in an overhead that
can delay the system response time.

In our experiment, we used the Intel StrongARM (206Mhz)
embedded processor with Infineon capacitance fingerprint
sensor in our system. The resolution of the sensor is 288x244
pixels with 8-bit gray scale image.

Figure 5: Software architecture on embedded
fingerprint system design

Linking the host application and hardware is the Application
Program Interface (API). We had chosen to use embedded
Linux as the operating system because its open source code
allows us to customize the software architecture for our
system. With the use of Linux kernel, we can standardize the
API for device drivers, scheduling and messaging services so
as to save a lot of development time and effort.

For the application layer, we have to translate the fingerprint
algorithm for StrongARM platform. As mentioned before,
direct cross-complication of the algorithm is possible but
resulted in poor runtime performance (>20s in our
experiment). Therefore we started to develop a software
reengineering process to port the software to its new
environment. Basically, the reengineering process is made
up of five steps:

(a) Whenever possible, replace floating-point data by
integers;

(b) Replace the remaining floating-point calculations by
fixed point calculations;

(c) Buffer all reusable complex calculations;
(d) Avoid the use of subroutines;
(e) Recompile using an optimized compiler.

Hardware
SoC chip, fingerprint sensor, LCD display,
input device, ram and flash memory

Kernel services and device drivers
Display services, File system, Event
Management, Data I/O

Host application
GUI
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The above procedure appears routine and straightforward.
Yet, there are numerous domain specific conversions that
must be taken care of. In our case, the precisions of the
fixed-point system as well as good approximations of the
trigonometric functions are our great concerns [12]. Care
must be taken to ensure the reengineered software yields
similar results as the original software. In our case, we
estimated the errors by applying the reengineered software to
a 300 persons database and analyzed the resultant False
Acceptance Rates and False Rejection Rates to make sure
that they resembled those of the original software. The 4000
lines of C codes take 2-3 months for reengineering.
Ultimately, the authentication response is cut to one second
or less.

For the development cost, porting the embedded Linux OS
to StrongARM development board and writing drivers to
interface the fingerprint sensors take 2 months to finish.
Nevertheless, the experience and the source code are
reusable.

5. Conclusions

To model the software development cost and time, we can
use the Embedded Mode REVIC (Revised Intermediate
COCOMO) Model [5], a cost modeling for embedded design
system. It models the modern development technology such
as re-use driven development, rapid development model, and
application composition and generation capability [5]. In brief,
the software development effort can be expressed in the
following equation.

∏
=

=
15

1
***

i
i

F
E

KSLOCBA
E

S (1)

Where ES is the software development effort

A is the constant used to compensate the effect of increasing project
size

E
KSLOC is the software size in thousands of source lines of code

B is the scale factor accounts for the relative economies or
diseconomies of scale

iF is the cost driver (multiplier) representing such project attributes

like time constraints, reliability, software tools and application
experience.

Optimization in DSP development process needs extensive
programming experience in the operation of the DSP. This
requirement increases cost driver Fi in equation (1) and hence,
increases the development effort. When we switch to another
type of DSP, utilization of the developed DSP code is very
low because the algorithm for DSP is usually hardware
dependent.

From the result, we conclude that the use of SoC is suitable
for embedded fingerprint system development. It allows easy
control of the peripherals and fast software reengineering
time. This can achieve a fast development. Also, the
simplicity of the hardware also enables manufacturers to
embed fingerprint authentication systems in the future
intelligent devices with low costs.
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Abstract 

In High Speed Downlink Packet Access (HSDPA) 
system [1], it is highly desirable for real time conversa-
tional and non-real time services to efficiently share the 
available channels and bandwidth. In HSDPA system 
based on the reported channel state information from User 
Equipment (UE) and the other available data, Node B or 
base station performs a packet scheduling and channel 
assignment process per each Transmission Time Interval 
(TTI) to decide about the format of transmission on avail-
able parallel downlink channels. We have proposed a 
novel Multidimensional QoS-based Packet Scheduler 
(MQPS) for HSDPA system which in a mixed and single 
service environment outperforms Max C/I scheduler in 
terms of delay of the packet scheduling process whilst 
approaching the performance of Max C/I in terms of sec-
tor throughput bit rate. Taking into account all the aspects 
of QoS provisioning simultaneously, the proposed MQPS 
in this paper by reaching almost better level of fairness 
than PF scheduler, outperforms it in term of average de-
livered user throughput, regardless of the distance of the 
UE from the Node B. It also outperforms PF in terms of 
delivery delay of packets. In a mixed service environment 
in order to achieve a high packet scheduling performance 
in terms of delay profile and achieved throughput, by 
avoiding the multiple fixed defined schedulers, the pro-
posed unified multidimensional fast dynamic packet 
scheduler elegantly and efficiently encapsulates features 
of many of possible packet scheduling strategies. 

 
Keywords 

Wireless Access, Scheduling, Multimedia 

I. INTRODUCTION 
Wireless multimedia applications are essential parts of 

enhanced 3G systems. High Speed Downlink Packet Ac-
cess (HSDPA) is a promising technology that enhances 
the throughput and Quality of Service (QoS) of the third 
generation communication systems significantly. In 
HSDPA system number of parallel shared channels and 
higher levels of Modulation and Coding scheme (MCS) 
are employed to achieve a high data rate transfer from 
Node B or base station to User Equipment (UE). In order 
to select appropriate MCS level in the HSDPA system, 

each UE estimates the channel quality and reports the 
estimated Carrier-to-Interference Ratios (C/I values) to 
Node B [1]. Based on these reported values and the other 
available data, Node B performs a channel assignment 
and packet scheduling process for active users. Variety of 
packet scheduling techniques is proposed in literature [2-
7].  

Packet scheduling techniques such as Proportional 
Fair (PF) [6] or Max C/I satisfy only some aspects of QoS 
provisioning. PF scheduler tries to improve the fairness of 
packet scheduling and channel assignment by providing 
almost same level of average user throughput for UEs 
irrespective of their distances from Node B [4]. PF does 
not necessarily provide a good overall system throughput. 
The delay profile of delivery process is also sacrificed by 
PF which provides a poor overall delay profile comparing 
to the techniques such as Max C/I. The delay and jitter 
becomes highly important for real-time applications.  

In this paper we propose a novel Multidimensional 
QoS-based Packet Scheduler (MQPS) for HSDPA system 
which outperforms Max C/I scheduler in terms of deliv-
ery time of the packet scheduling process whilst ap-
proaching the performance of Max C/I in terms of sector 
throughput bit rate. Taking into account all the aspects of 
QoS provisioning simultaneously, the proposed MQPS 
reaches almost better level of fairness than PF scheduler 
and outperforms it in terms of average user throughput 
delivered, regardless of the position of the UE in the 
Node B. It also outperforms PF in terms of delivery delay 
of packets. 

Scheduling techniques such as PF could provide a fair 
output for the wireless end-users over a long period of 
time (as ∞→time ) [6],[7]. However the proposed 
MQPS provides the most possible equal outcome for 
wireless end-user under short periods of time with maxi-
mum achievable throughput within the assigned delay 
tolerance threshold and with maximum possible average 
throughput.  

Under a mixed real time and non-real time mixed ser-
vice scenario, existing packet scheduling and radio re-
source management techniques employ service classifica-
tion and partitioned resource shaping [11]. Multiple 
schedulers are also used to respond to different require-
ments of individual classes of services. The partitioned 
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resource shaping with either fixed or a slow changing 
dynamic proves difficult and inefficient under fast chang-
ing dynamics of radio channel. While resources and 
schedulers assigned to one partition is under a high pres-
sure to provide the demanded Quality of Service (QoS) 
requirements, the schedulers and resources assigned to 
other partitions are underutilized. Moreover efficiency 
and performance of such schedulers degrade considerably 
as the size of the shared bandwidth and the range of ser-
vices having differing requirements increase. Attempts to 
recover some of the lost efficiency in such schedulers 
only ends in increased computational complexity and 
resulting costs.  

In contrast, our proposed MQPS employs a unified 
packet scheduling technique for mixed traffic handling in 
HSDPA system which avoids such fixed or slow dynamic 
partitioned resource shaping. The proposed technique 
performs a fast (max) dynamic “on the fly” (TTI (Trans-
mission Time Interval) by TTI) multi-dimensional re-
source monitoring, analysis and resource allocation. The 
proposed technique handles the mixed services in a way 
to satisfy all aspects of QoS provisioning such as priority, 
fairness, delivery delay, maximum achievable bit-rate and 
throughput. By monitoring the channel conditions, current 
data congestion, priority of services, delay and QoS pro-
files of existing users, it can transform itself to the best 
possible packet scheduling strategy by activating the rele-
vant and appropriate features inside it. This process is 
performed on the fly and per TTI basis to achieve the 
highest possible level of packet scheduling performance. 
Through detailed simulation studies the overall perform-
ance of HSDPA system employing different packet 
scheduling techniques in terms of throughput, delay and 
fairness of packet delivery process is evaluated. It is 
shown that the proposed MQPS is able to outperform 
existing wireless packet scheduling techniques with con-
siderable performance gain.   

II. Packet Scheduling Techniques for HSDPA 
Systems 

In the HSDPA system, in order to use all the free 
channels during the reporting period more efficiently, an 
asynchronous N-Channel Stop-and-Wait (SAW) Hybrid 
ARQ protocol is employed. This protocol gives the users 
ability to occupy the existing idle channels without wait-
ing for the Acknowledge and Non-Acknowledge 
(Ack/Nack) messages of the previously transmitted pack-
ets.  

In order to increase bit rate and efficiency of the sys-
tem, a number of parallel channelisation codes in Node B 
is employed. To assign these channelisation codes to the 
best combination of the UEs, it is important to adopt a 
robust radio resource management and channel assign-
ment policy. 

Max C/I scheduler is one of the well-known schedul-
ing techniques that first ranks the UEs in terms of their 

channel quality. UE with the best C/I reported value has 
the highest rank. Then the channels are exhaustively allo-
cated starting from the users with best channel conditions. 
Max C/I scheduler dedicates itself to the overall delivered 
throughput without dealing with fairness issue efficiently. 
Consequently the UEs that are located far away from 
Node B receive less data packets and bad delay profiles. 
Consequently the UEs located far away from Node B 
experience poor quality of service than the UEs near to 
the base station.  

Proportional Fair (PF) is another packet scheduling 
technique [6], [7], [4] which provides a better fairness 
than Max C/I scheduler. To rank the UEs first a fitness or 
credit value is assigned to each UE, for example as a ratio 
of instantaneous C/I reported value to long-term averaged 
SIR value.  

This fitness value is used to rank users in terms of 
their eligibility for transmission. The shared channels are 
then allocated exhaustively among users. One possibility 
for allocation of channels is to allocate the available chan-
nel codes based on the normalized amount of data waiting 
for delivery in First-in First–out (FIFO) at Node B for 
each UE. Starting with user with highest fitness the 
channels are allocated based on normalized FIFO length. 
User with the higher amount of normalized queue length 
gets more number of channel codes. In this paper this 
approach for PF is adapted to allocate the channels 
amongst the candidate ranked UEs. 

III. Multidimensional QoS-Based Packet 
Scheduler  

The proposed MQPS first performs a global ranking 
of the existing User Equipment (UEs). Then in order to 
divide the available channels and resources between the 
ranked UEs, it performs a global resource allocation 
(global weighting) process. Both global ranking and 
weighting processes first build a profile for each UE 
based on all the dimensions involved in an efficient 
packet scheduling process. These parameters which are 
being monitored per TTI include: (a) QoS based metric 
which deals with the proportion of throughput of each 
user delivered within a QoS related delay tolerance 
threshold. Better this ratio, lower the rank and the chance 
to get more channels. (b) Dimension related to Carrier-to-
Interference Ratio and channel conditions. (c) Dimension 
related to the estimated deliverable packet data units (oc-
tets) per UE. (d) Fairness related metric which measures 
the undelivered proportion of throughput per TTI for each 
UE. Higher this proportion betters the ranking and the 
chance to get more channels. (e) The dimension related to 
the delay of the first waiting packet or data unit in the 
FIFO queue in Node B to be delivered and the distance of 
this delay from delay tolerance threshold of service as-
signed to UE. Other dimensions such as impact of each 
user or UE on profit of operator considering the priority 
of UE or a dimension related to impact of each user or UE 
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on cost and revenue of the operator considering the prior-
ity of UE can be considered. The latter two metrics are 
not included in this paper. Global ranking and weighting 
processes by applying a linear or non-linear mapping, 
first maps the range of variations of these dimensions to a 
unified range. The final unified and weighted values are 
the fitness values which are employed to carry out the 
ranking and the exhaustive channel allocation process. 

IV. All-IP Wireless Multimedia System Model 
Employing the HSDPA 

It is assumed that a base station employing HSDPA 
scheme is serving a number of UEs, some with real-time 
video sessions and others with WWW browsing sessions 
in a wireless environment. The system model is depicted 
in Figure 1. A video traffic model based on H.263 video 
coding [12], [13] is applied. The model concentrates on 
the traffic characteristics related to video encoding and 
RTP (Real Time Protocol) packet transport. 

Video RTP Packets

HSDPA

Application Receiver
Buffer

WWW Download Packets

Internet

 

Figure 1 Realization of an All-IP wireless multimedia system 
employing HSDPA system 

V. Simulation Results and Conclusions, Single 
WWW Traffic 

We have developed a system level simulator for 
HSDPA system based on the proposed conditions in [1]. 
First we consider a single services scenario. Number of 
WWW browsing sessions is considered which consist of 
a sequence of packet calls. UEs are allocated in cells on 
uniform basis and then move around. Adjacent cell 
interference is the results of transmissions from the 
adjacent Node Bs. The inter-site distance is assumed to be 
6 km. The path loss is considered to be present and affect 
the signal quality. To model the impact of Rayleigh 
fading, ETSI 6-path Rayleigh Vehicular A channel is 
employed [8]. It is assumed that the UEs’ speed is 3.6 
km/h. The shadowing is assumed to have a log-normal 

distribution. The decorrelation distance is 50 m. The 
difference between the arrival time and successful 
delivery to UE is considered as delivery delay. Minimum 
reporting delay is considered to be 3 TTIs (i.e.: 3 x 2ms). 
The average user throughput and service throughput 
metrics are defined in [4]. The simulation period is 60 sec 
or 30000 TTIs. A packet is dropped, if it can not be 
delivered within six retransmissions [1]. No limitation 
from higher layer is applied on the delivery delay. 
Therefore the exact value of delivery delay is being 
monitored for each transmitted data unit. In Figure 2 the 
performance of the proposed scheduler is compared to 
Max C/I and PF in terms of average user throughput. For 
each set of results a fitted curve has been determined and 
shown in Figure 2 along side with the original data. We 
define the average user throughput in terms of bits per 
second as average of ratios of number of bits in each 
packet call to the time required to transmit these bits [4].  
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Figure 2 Average throughput of UEs versus normalized dis-
tance from Node B, fitted curve, 150 UEs per cell, each data 

set is accompanied by its correspondence fitted curves  

We define the 95 percentile delay as the delivery 
delay within which 95% of data packets were successfully 
delivered [5]. In Figure 3 and 4 it is shown that MQPS 
provides a better average delivery delay and 95 percentile delay 
profile than PF and Max C/I.  
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Figure 3 Average delivery delay versus normalized distance 

from Node B, original data and fitted curves  
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Figure 4 The 95 Percentile delivery delay versus normalized 

distance from Node B, original data and fitted curves 

In an alternative definition of throughput, we define 
individual throughput as the ratio of successfully 
delivered data over the arrived data in Node B for each 
TTI. The real-time fairness of packet scheduling process 
is related to instantaneous variance of vector of individual 
throughputs. Lower this variance, better the fairness of 
the packet scheduling process. In Figure 5 real-time 
monitored variance is depicted.   
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Figure 5 Real Time variations of variance of vector of indi-
vidual throughputs, lower variance is equivalent to better 

fairness  

Despite showing slightly less user throughput than PF in 
Figure 2, MQPS has managed to perform a faster conver-
gence to an equal outcome to wireless end users (low 
variance) in Figure 5. PF does show a slow convergence 
time. Therefore MQPS has managed to outperform PF in 
terms of real-time fairness of delivery, all over the trans-
mission period, providing better average and percentile 
delay profiles.  

VI. Simulation Results and Conclusions, Mixed 
Traffic, Real-Time Video and WWW Traffic 

Under the similar conditions as previous experiment 
and error-free channel estimation, mixed service scenario 
is considered. Only the inter-site distance is reduced to 
2.8 km. For video session the delay tolerance threshold is 
assumed to be 100 ms [8], [9]. It is assumed that the video 
frame rate is 7.5 frames/sec and the target bit rate of the 
output video stream is 32 kbps. Initially 20 real-time video 

sessions and 30 WWW download sessions are present. In Figure 
6 and 7 it is shown that MQPS provides a better average 
delivery delay for both video and WWW users.  
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Figure 6 Average delivery delay for video sessions versus 
normalized distance from Node B, original data and fitted 

curves 
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Figure 7 Average delivery delay of WWW users versus 

normalized distance from Node B, original data and fitted 
curves  

Figure 8 and 9 show the 95 percentile delays Vs 
normalized distance between UE and Node B for WWW 
users and video users respectively. It can be seen that for 
both WWW and video users MQPS delivers better 95 
percentile delay than Max C/I and PF. 
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Figure 8 The 95 percentile delivery delay for video sessions 
versus normalized distance from Node B, original data and 

fitted curves  
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Figure 9 The 95 percentile delivery delay for WWW sessions 
versus normalized distance from Node B, original data and 

fitted curves 

Superiority of MQPS over PF and Max C/I packet 
schedulers in terms of real-time fairness of packet 
delivery process is depicted in Figure 10. It can be seen 
that under current heavily loaded scenario MQPS has 
managed to provide a faster convergence than the other 
two techniques to a very low variance of vector of 
individual throughputs. The presented results clearly 
highlight the advantages of the proposed MQPS in this 
paper. Employing MQPS in Node B for HSDPA and 
future all-IP wireless systems will lead to significant and 
simultaneous improvements in terms of fairness, delay, 
individual user throughput providing a good overall 
service throughput and a better QoS. 
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Figure 10 Real-time variations of variance of vector of indi-
vidual throughputs (ratios), lower variance is equivalent to 
better fairness, fast convergence of MQPS to instantaneous 

equal output for wireless end-users 

In Figure 11 performance in terms of average user 
throughput versus the normalized distance of UEs from 
Node B is depicted for video sessions. It can be seen that 
MQPS outperforms both the Max C/I and PF scheduler 
algorithms in terms of individual user bit-rate and 
distance related fairness.  
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Figure 11 Average throughputs for video sessions versus 

normalized distance from Node B, original data and fitted 
curves  

The presented results clearly highlight the advantages of 
the proposed MQPS in this paper. Employing MQPS in 
Node B for HSDPA and future all-IP wireless systems 
will lead to significant and simultaneous improvements in 
terms of fairness, delay, individual user throughput pro-
viding a good overall service throughput and a better 
QoS. 
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Abstract  
• Public Switched Telephone Network (PSTN) Location estimation finds its applications in many 

important decisions in cellular networks. Hand offs, 
cellular fraud detection and location sensitive billing are 
some of the examples. Many different techniques are 
currently in use. This paper first gives an overview of 
conventional location estimation techniques and 
applications, and a new signal-strength based neural 
network technique is then presented. A mobile 
architecture based on a simulated rural environment is 
used to compare the generalization performance of two 
types of neural networks, namely the feed forward 
Multi-Layered Perceptron (MLP) and the Elman 
Recurrent Network. 

• Mobile Switching Center (MSC) 
• Base Stations (BS) 
• Mobile Subscriber Unit (MSU) 
 
 
 
 
 
 
 
   1. Introduction  Location Estimation is the process of localizing an 

object on the basis of some parameter. This parameter 
can be proximity to a detector, or some other parameter 
like radiated energy. The latter parameter is the one of 
interest in our case. In the particular context of cellular 
systems, this translates to the localization of the 
transmitter or the receiver.  

Figure 1, General architecture of a Cellular System 
 
PSTN: The PSTN is made up of local networks, the 
exchange area networks, and the long haul network that 
interconnect telephones and other communication 
devices on a worldwide basis. 
  Mobile Telephone Switching Office (MTSO): MTSO 
is the central office for mobile switching. It houses the 
mobile switching center (MSC), field monitoring and 
relay stations for switching calls from cell sites to wire 
line central offices (PSTN). In analogue cellular 
networks, the MSC controls the system operation. The 
MSC controls calls, tracks billing information and 
locates cellular subscribers. 

Proper location estimation is very important in making 
many crucial decisions in cellular networks. Handoff 
management is one such example. When a mobile 
station enters from the region of service of one BS to 
another, a handoff is to be made. The initiation of the 
handoff process depends on the location of the mobile. 
A delay in the initiation of handoff will result in very 
low signal strength or in the adverse case, a call drop. 
Applications like handoff management don’t require 
very accurate location estimates; all that is required is to 
determine which cell the mobile is in. But there are 
applications that ask for a very accurate estimate. 

 
The Cell Site: The term cell site is used to refer to the 
physical location of radio equipment that provides 
coverage within a cell. The hardware located at cell site 
includes power sources, interface equipment, radio 
frequency transmitters and receivers, and antenna 
systems. 

 
2. General architecture of a Cellular System 
The cellular communication system consists of the 
following four major components that work together to 
provide mobile service to subscribers [1]. 
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Mobile Subscriber Units (MSUs): The MSU consists 
of a control unit and a transceiver that transmits and 
receives radio transmissions to and from a cell site.  
 
3. Review of Location Determination 
Technologies (LDT) 
It is an obvious fact that locating a mobile user is much 
more complicated than locating the user of a fixed line. 
Several mobile device-positioning systems have been 
developed or are currently under development with 
different scientific approaches, the predominant of 
which are reviewed in this section. 
 
Global Positioning System (GPS) is the standard 
location determination technology at present. A new 
range of LDTs are now being introduced that exploit the 
network of radio stations of the operators’ infrastructure 
to locate a handset with increasing accuracy. Most 
network based LDTs are enhancements of the existing 
location capabilities of wireless networks. In fact any 
wireless communication is based on the ability to locate 
and track the position of mobile phones so that 
communication can be established between handsets 
that change position. At present LDTs fall in two main 
classes  [2]: 
 
3.1 Handset-based solutions are based on an active 
participation of the mobile terminal to the calculation of 
the positioning. These techniques generally require the 
modification of the handset as well as adding 
software/hardware to the cellular network. 
 
Few handset-based solutions are available: 
• Enhanced Observed Time Difference (E-OTD) 
• GPS 
• A-GPS (Assisted-GPS) 
• Blue tooth 
 
Handset based solutions include traditional GPS and E-
OTD (Enhanced Observed Time Difference). While 
GPS relies on the signals of a network of satellites. E-
OTD uses data received from the base stations in an 
operators’ network to estimate the position of the 
handset, E-OTD requires new handset capabilities and 
handset software. The position calculations can be done 
either in the handset or in the network. The accuracy is 
in the range of 100 meters  [2] and is far less dependent 
from atmospheric conditions than GPS. The main 
drawback of terminal based solutions is that they 
require new handsets. 
 
3.2 Network-based solutions rely on positioning 
capabilities, which are intrinsic to the network and 
enable to locate an unmodified cellular phone. They 

require, however, the installation of specific 
software/hardware tools in the cellular network. 
 
Few network-based solution are available: 
• Cell ID 
• Timing Advance (TA) 
• Time Of Arrival (TOA) 
• Angle Of Arrival (AOA) 
 
Each technology described above has its advantages and 
disadvantages and when we come to evaluate a location 
technology the following parameters should be 
examined: 
• Accuracy: in Rural, Urban /Dense Urban and 

indoor environments 
• Availability: in Rural, Urban /Dense Urban and 

indoor environments 
• Cost of implementation (both the cost impacts on 

handsets and/or networks) 
• Technology availability 
• Time to position fix 
 
The above parameters for the positioning technologies 
are summarized in [7]. Some technologies have a good 
accuracy in one specific area and poor accuracy in other 
areas. On the other hand, some technologies have high 
availability in specific area and poor availability in 
other areas. The cost of implementation also varies for 
both the handsets and the network based solutions. 
 
3.3 Advantages and disadvantages of 
handset vs. network based LDTs 
Some strengths of the handset-based solutions are that 
it’s not continuously tracked, which can also be seen as 
a problem to some people, and there is some privacy to 
calls. When the GPS chipset is added caller ID is 
blocked. Also, the GPS network is already active, so 
connecting is easy. The accuracy of this solution is 
better than that of the network-based solution. The 
accuracy for 67% of all calls is in the range of 50 
meters, while at  95% it ranges to 150 meters. Some of 
the handset-based solutions weaknesses are that it is 
very expensive to purchase a GPS chipset. Also, the 
GPS unit depletes cell phone batteries quickly. The 
handset-based is not continuously tracked, as said 
before, it can be seen as either good or bad. 
 
Furthermore, some strengths of the network-based 
solutions are that the mobile user is continuously 
tracked, and there is no attachment needed for the 
handset, which makes this solution inexpensive. There 
is simultaneous coverage for all subscribers, and 
upgrading is easy on the network. Some of the 
weaknesses of the network-based solutions are there is 
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no privacy on calls, and it’s again continuously tracked. 
But it can only be used in certain areas. There is a high 
cost of deploying TDOA (time difference of arrival). 
The accuracy for 67% of all calls is in the range of 100 
meters, while at 95% of all calls it increases to 300 
meters. The accuracy is not as precise as the handset-
based solution.  
 
The E-OTD solution is best suited for GSM based 
networks. The E-OTD technique is already part of the 
GSM standard, utilizing many of the built-in standard 
timing measurements that the handsets already perform. 
A relatively simple software modification is needed in 
the handset to accommodate the reporting of the timing 
differences back to the MSC to assist in the location 
determination process. The TDOA and AOA methods 
needed to existing handsets. This means that the 
existing subscriber base of legacy handsets will benefit 
from location determination technology with no direct 
impact to the customer. The A-GPS method of location 
determination would involve the subscriber base to 
acquire a new GPS-equipped handset. This method 
would not allow legacy handsets to utilize the location 
determination system. 
 
3.4 Applications of Location Technology 
A brief description of some location estimation 
applications is presented below [3],  
• Identification and exposure of people involved in 

cellular fraud. 
• Human drivers/robot vehicles can be assisted in 

unknown terrains.  
• Police dept in locating criminals by intercepting 

their telephone calls. 
• Intelligent transport systems and fleet management. 
• Location of stolen vehicles. 
  
  
4. New signal-strength based Neural 
Network techniques 
BS assisted or network based signal strength location 
estimation techniques are investigated in this work 
using neural networks (NN), within a simulated rural 
environment model. In this technique, the signal 
attenuation is used to estimate the distance traveled by 
electromagnetic waves and an estimate of the location is 
made. A propagation model for the signals is used. The 
transmitted power is known and the received power is 
measured.  The propagation model is then used to 
estimate the length of the radio path. This approach is 
analyzed by Song in [4] who also demonstrates that 
multipath propagation and shadowing effects are the 
main sources of error in signal strength based 

techniques, which need to be overcome. This is 
currently an important area of research. 
 
4.1 Location Estimation Using NN 
This technique is akin to the use of intelligence in the 
cellular system. The greatest benefit is the one time 
training required, as the neural network is simply 
trained on the signal strength measurements. Collection 
of this data is the most laborious part of it but the 
rewards can be great. This one time effort can give 
location estimates for years until the terrain changes 
considerably and another training trial is required. 
 
The general structure of a multi-layered perceptron 
(MLP), also known as the back propagation network, is 
illustrated in Figure 2, which can comprise one or more 
hidden layers [5]. 

Input layer Output layerHidden layer

Figure2 General architecture of back
propagation neural network

 
4.2 Mobile Architecture 
The mobile architecture used for the simulations is 
discussed here. For the sake of simplicity, a square cell 
of dimensions 3km X 4km is assumed. Four BSs are 
used for measuring signal strengths. The coverage area 
is divided into grids of dimensions 0.2km X 0.2km. The 
idea is to place the MS in each of these grids and 
transmit the signal. All the four BS measure the signal 

BS1

BS4

BS3

BS2

4 km

3 
km

Figure  3 The square cell used for  the simulation of
neural network assisted location estimation
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strengths for each position of the MS [3]. These 
measurements provide the data set for the training of the 
neural net.  
Free space propagation equation is given below [6],  

 
Pr=PtGtGrλ2/(4П)2d2L 

 
Where Pr (d) is the received signal strength as a 
function of distance from the transmitting unit, Pt is the 
transmitted power, G’s are the antenna gains, λ is the 
signal wavelength and L is the system loss factor. For 
the sake of simplicity it is assumed that   

 
PtGtGrλ2/d2L = (4π)2 

 
So that the free space path loss model is reduced to  
 

Pr (d) = 1/d2 

 
With this equation signal strengths at four BS for all the 
positions of the MS are calculated and the neural net is 
trained on this data set. The origin of coordinates is 
taken at the left bottom corner and all measurements are 
taken relative to it. The coordinates of BSs are fixed and 
the signal strength measurement at all BSs are 
generated relative to the signal transmitted at the 
intersection of these grids.  

 
5. Simulation Results 
5.1 Using Multi-Layered Perceptron (MLP): For the 
situation described in figure 3, the training set consisted 
of 336 measurements. A two-hidden layered (4-16-16-
2) MLP comprising 4 inputs, 2 hidden layers of 16 
nodes each, and 2 outputs, was trained using the 
Levenberg-Marquardt back propagation algorithm, and 
the error was reduced to 0.00001 after 252 epochs, with 
the result that the net maps any measurement of the 
training set perfectly to the location of MS for that set. 
For test points other than the training set but within the 
same coverage area; the test data was generated by 
dividing the coverage area into grids of dimensions 
0.1km X 0.1km rather than the 0.2km x 0.2km grids 
used to generate the training data. The test results for 
the MLP are given in Figure 4, for which the mobile 
was assumed to be at 1271 different points on the test 
grid. For each of these points the signal strength 
received at all the four BSs was calculated and was fed 
to the MLP which mapped these to the estimated 
locations. Figure 4 gives the actual and estimated X and 
Y coordinates, with the error in estimates (shown in 
Figure 5) resulting from the fact that the MLP was 
trained on just 363 readings. The estimation can be 

improved by training the net on a larger set of readings 
(using a smaller grid). 
 
Figure 4 
      
      
      
      
      
      
      
      
      
       
Figure 5 
 
5.2 Using Elman Recurrent Network:  Figure 6 
shows the results obtained using the Elman back 
propagation network. The training set for this network 
consisted of only 154 training points generated using a 
comparatively larger grid-size of 0.3km x 0.3km. A 
two-hidden layered (4-16-24-2) Elman network 
comprising 4 inputs, 2 hidden layers of 16 and 24 
neurons respectively, and 2 outputs, was trained using 
the gradient descent with momentum & adaptive 
learning rate back propagation algorithm, and the error 
was reduced to 0.00037 after 44376 epochs. For test 
points a grid size of 0.1km x 0.1km was used and the 
test results together with prediction errors are shown in 
Figures 6 and 7 below, from which it can be seen that 
the ELMAN recurrent network produces similar 
generalization (test) performance inspite of being 
trained on a much smaller (less than half) training set 
size but at the expense of a significantly increased 
training time (epochs). 
  
Figure 6 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7 

Administrator
246



 
6. Discussion & Conclusions 
The motivation behind application of neural networks to 
solve the location estimation problem is that the neural 
network technique is adept to the use of intelligence in 
the cellular system. The greatest benefit is the one time 
training. In practice however, field collection of the 
signal strength data is the most laborious part (and 
downside of the neural network approach in general) 
but this one-time effort can give location estimates for 
years until the terrain changes considerably and another 
training trial is required. Also, the inherent nature of the 
location estimation problem makes neural nets selection 
a wise choice for tackling this problem. Modeling the 
propagation of radio waves by mathematical models is 
quite complex involving numerous interacting 
variables. Multipath, diffraction and non line of sight 
(NLOS) cause problems. Also weather conditions affect 
the radio wave propagation. These are the types of 
problems neural networks are known to be well suited 
for [14], which are being investigated in this research 
for the location estimation problem.  
 
New preliminary results reported in this paper extend 
those originally reported by Wamiq and Hussain et al. 
[1], which have shown that MLP and recurrent Elman 
based neural networks can be effectively trained on 
signal strength measurements obtained using a realistic 
simulation model for a rural environment.  
 
For future work, the performance of the MLP and 
Elman networks will be compared with other types of 
neural networks, and the novel application of these 
techniques to urban areas using a modified and more 
realistic signal strength model will also be investigated. 
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ABSTRACT: The glory of the concatenation systems, 
such as turbo codes, stands not only on the efficient use 
of the concatenation to improve the code structure, but 
also on their sub-optimum iterative decoding. The main 
ingredient in iterative decoding is the Soft-Input Soft-
Output (SISO) algorithm. The optimum SISO algorithm 
is realized by MAP (Maximum A Posteriori), or its 
logarithmic version LogMAP, algorithm. MAP suffers 
from memory usage in the case of large code length. 
Sliding window (SW) versions of MAP, and also SOVA 
(Soft Output Viterbi Algorithm) are sub-optimum ones 
with less memory requirement and close to optimum 
performance. The decision depth of these algorithms 
should be adjusted to achieve the appropriate 
performance-complexity trade-off. Here simulation 
results will be provided on the effect of decision depth 
on the performance of both SW version of MAP, and 
SOVA. 

I. INTRODUCTION 
Turbo coding presented first in [1] has attracted the 

most for its near capacity performance. Turbo code is 
the parallel concatenation of two or more convolutional 
codes. Concatenation of simple constituent codes 
through appropriate interleaving provides a good 
opportunity to achieve an overall coding system with an 
excellent weight structure. Such a coding system is 
appreciated if only a realizable method is presented for 
its decoding. Fortunately this was done for turbo codes 
by presenting an iterative decoding approach. The main 
ingredient in iterative decoding is the Soft Input Soft 
Output (SISO) algorithm. This algorithm gets the 
necessary reliability information and by imposing the 
constituent code constraint generates new reliability 
information. Iterative method tries to jointly impose all 
constituent codes constraints by exchanging the 
reliability information among the corresponding SISO 
modules. 

The main complexity of the iterative decoding is due 
to SISO algorithms, and there have been noticeable 
efforts to present and implement low complexity ones. 
SISO algorithms belong to one of the two families of 
MAP [2] and SOVA ([3], and [4]) algorithms. MAP is 
the optimum SISO and computes a posteriori 
probabilities of the constituent symbols. Its logarithmic 
version LogMAP also is optimum and is numerically 
more stable than MAP. MAP family has sub-optimum 
sliding window (SW) versions that avoid large storage 
with some computation overhead. SOVA algorithms are 
modification of the VA. The main idea in these 

algorithms, is the sub-optimum computation of the 
constituent symbols’ a posteriori probabilities by the use 
of the side information existing in the classic VA. 

II. SOFT INPUT SOFT OUTPUT DECODING 
Based on the received sequence Y , and coding 

constraint, that the transmitted sequence C  must belong 

to the set of codewords C, a posteriori probability of the 
binary symbol ( )j

iu , the j-th bit of the i-th trellis section, 

is computed as follows: 
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Partitioning the codewords set C to the subsets 1+

j,iC  

and 1-
j,iC , consisting of all the codewords with, ( ) 1+=j

iu  

and ( ) 1−=j
iu , respectively, the soft value ( )( )O;ul j

i  can 

be computed as follows: 
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Using the code trellis and further partitioning of the 

sets 1+
j,iC  and 1-

j,iC , to the subsets that their codewords 

passing through different states, MAP algorithm 
computes above soft output value through the following 
forward and backward recursions: 
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( ) ( ) ( ) ( )ssssYssp iii 1,,, +⋅′⋅′=′ βγα , 

( ) ( ) ( )∑
′

+ ′⋅′=
s

iii s,sss γαα 1 , 

( ) ( ) ( )ss,ss i
s

ii 1+⋅′=′ ∑ βγβ , 

(3) 

 
where ( )siα  and ( )siβ , are accumulated forward and 

backward probabilities of state s at time index i. 
( )s,si ′γ  is the probability of branches ( )is,s′  (the 

branches that make transition from state s′  to state s at 
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time index i). Initialisation of above recursions should 
be done based on the initialisation and termination of 
the trellis structure. Applying logarithm to above 
recursions, sum-product MAP algorithm will change to 
max*-sum LogMAP algorithm, which is numerically 
stable. where the operator max* is defined as 

( ) ∑
∆∗ =

i

a
i

i

ielnamax . Max* can be approximated by max 

operator. Replacing max* with max operator in the 
LogMAP algorithm, its sub-optimum version SubMAP 
will be resulted, that performs close to LogMAP at high 
signal to noise ratios (HSNR). 

MAP suffers from the large storage requirement 
when working on long codes. As one of the forward or 
backward parameters must be stored for all the code 
length. 

III. SLIDING WINDOW SISO 
Trellis constraint along with the noisy behaviour of 

the channel induces correlation among the received 
neighbouring symbols Y . Span of this correlation 

depends on the trellis width, its number of states or code 
memory, and the noisy condition of the channel. A 
symbol is mainly correlated to its neighbouring symbols 
within a span, and in the inference of its reliability value 
the other symbols may safely be ignored. Consequently 
equation (1) can be approximated by truncating the 
codewords up to length Γ+i , where Γ  is the 
appropriately selected decision depth: 
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( )Γ±1

j,iC  is the set of partial codewords up to Γ+i  trellis 

section with ( ) 1±=j
iu , and l

j
Y  is the portion of the 

received sequence from j-th trellis section up to l-th 
trellis section. Indeed the above equation is identical to 
(1) for a non-terminated trellis of length Γ+i ; 
therefore, we can use similar recursions of the original 
MAP algorithm with the exception that for the soft 
value computation of a symbol belonging to the thi −  
trellis section, its corresponding backward recursion 
starts from time index Γ+i : 
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(5) 

 

where ( ) ( )si
lβ , 1,,1, +−Γ+Γ+= iiil L , are the 

backward parameters used in the soft value computation 
of the thi −  trellis section. Similar to the original MAP, 
initialisation of the forward recursion depends on the 
trellis initialisation, but for the backward recursion the 
trellis has not yet been terminated and it can be 

uniformly initialised or use forward parameters at time 
index 1+Γ+i  for its initialisation [5]. Similarly sliding 
window (SW) versions of LogMAP, and SubMAP can 
be readily developed. 

IV. SOFT OUTPUT VITERBI ALGORITHM 
SOVA sub-optimally computes equation (1) using 

the side information that exists in the classic VA. 
Approximating max* operator with max, equation (4) 
will take the following form: 
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Denoting ( ) ûû j
MAP,i =  as the corresponding bit of the 

codeword with maximum a posteriori probability, 

MAPĈ , above equation can be expressed as follows: 
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( )Γu-
jiC ˆ

, , is the set of partial codewords up to time 

index 1+Γ+i  that their corresponding bit is ( ) ûu j
i −= , 

which is not equal to the corresponding bit of MAP 

codeword ( ) ûû j
MAP,i = . The expression to be minimized 

in equation (7) is the metric difference of the MAP 

codeword MAPĈ  and some member of ( )Γu-
jiC ˆ

, . If this 

member, which is also a path of the trellis diagram, 
merges to MAP path at some state s  and is equal after 
that, it has largest metric among all of the codewords of 

( )Γu-
jiC ˆ

,  passing through the same state s . Thus if the 

search in minimization of (7) is only confined to a 
subset of ( )Γu-

jiC ˆ
, , that its members cross MAP path in 

one or more states, an approximation of (7) will be 
resulted, that partial metric difference can be safely used 
instead of the total metric difference. During the classic 
VA some members of this subset may compete with 
MAP codeword in the ACS operation of VA. Further 
confining of the minimization to only such codewords 
another approximation will be yielded: 
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,
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where ( )Γ,ˆ
, SOVAC u-
ji  is a subset of ( )Γu-

jiC ˆ
,

, that its 

members have competition with MAP path in classic 

VA, and ( )j
i∆  is the partial metric difference between 

the MAP path and a competing path that its ( )j
iu  bit 

differs with that of MAP path. Thus by taking the 
following procedure, VA will be able to produce soft 
value of decoded bits. During each ACS operation the 
partial metric difference between two competing paths 
is computed. Then the corresponding constituent 
symbols of the two paths are compared to each other. If 
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Figure 1. Back search processing in SOVA 

 
they are unequal and the observed metric difference is 
lower than the previously registered metric difference in 
the survivor path, the previously registered value will be 
substituted by the observed metric difference. 
Therefore, by addition of the above back search 
processing to the VA, this algorithm will be equipped 
with soft value computation capability. The depth used 
in the back search processing, called LLR Update Depth 
(LUD), is very important in both accuracy and 
complexity of SOVA. This depth can be safely set lower 
than the Truncation Depth (TD), which is the Decision 
Depth for hard value computation of the VA. Figure 1 
illustrates the back search processing of SOVA, and its 
TD and LUD. ( )( )j

is ul , and ( )( )j
ic ul  are the tentative 

LLRs of the survivor and competitor paths 

corresponding to bit ( )j
iu . New LLR value for the 

survivor path is computed as follows: 
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V. DECISION DEPTH ANALYSIS 
Computation of (2) requires the reception of the 

entire sequence Y , which besides imposing the delay 

problem requires a large amount of memory for large 
block sizes. Also in the applications such as non-
terminated convolutional codes, block size is infinite, 
while a practical decoder must output its result within a 
finite delay. As discussed in section III, neighbouring 
symbols are the main sources of inference for soft value 
computation of a symbol. This led us to the approximate 
equations of (4), and (8). 

SW versions of MAP, and SOVA do not require 
large storage, and their required amount of memory is 
independent of the code length. These algorithms 
provide this advantage by some extra processing. The 
decision depth parameter determines the complexity 
overhead of these algorithms. The larger the decision 
depth, the more the complexity overhead, and the better 
the performance. This parameter should be selected 
appropriately to achieve close to optimum performance 
with minimized complexity overhead. Performance-
complexity optimisation of SOVA requires adjustment 
of both hard decision depth TD and soft update depth, 
LUD. 

Using the theory of the product of random matrices, 
reference [6] has provided decision depth analysis for a 
specific type of a sliding window MAP algorithm. The 
analysis result is applicable to all SW versions of MAP. 
It shows that the required decision depth depends on the 
noisy condition of the channel, and trellis width of the 
code (number of states). The noisier the channel, and 
the larger the trellis width, the larger decision depth will 
be required.  

The decision depth analysis presented in [6] is also 
applicable to SOVA family SISO decoders. Indeed 
SOVA family uses an approximation of equation (6), 
which SW-SubMAP is based upon. LLR Update Depth 
(LUD) simulation is carried out for SOVA decoding for 
two half rate convolutional codes with constraint length 
3, and 7, and octal generators (7,5), and (554,744), 
respectively. A SOVA decoder with large LUD=100 is 
used as a reference, and another SOVA is used as a test 
decoder. In this decoder the ML path is exactly found 
using classic VA, then for this path back-search LLR 
updating of SOVA is applied. In each LUD depth of d 
the LLR l(d) is compared with its corresponding 
reference value l(ref), computed by reference decoder. 
If they are in ε=0.001 neighbouring of each other, i.e. 
|l(ref)-l(d)|<ε, corresponding depth will be registered. 
Similar simulation is carried out for FSW-MAP and 
FSW-LogMAP decoders, where FSW (Forward Sliding 
Window) is a SW version presented in [6] and is more 
convenient for decision depth simulation. All of the 
results confirmed that the required decision depth and 
LLR update depth increases with decreasing of SNR, 
and increasing of code constraint length. 

Figure 2 shows the simulation results of the mean, 
and Standard Deviation (STD) of the required LUD for 
SOVA decoder versus SNR for the two codes, with 
constraint length 3 and 7, respectively. Figure 3 shows 
the mean, and Standard Deviation (STD) of the required 
LUD for SOVA decoder for the two cases of Non 
Recursive (NR) and Recursive Systematic 
Convolutional (RSC) codes with constraint length 3. 
Also shown in this figure is simulation of the decision 
depth mean, and STD of the RSC code with K=3 and 
FSW-MAP, FSW-MAP with MC (maximum 
component) estimation [6], FSW-LogMAP, and FSW-
SubMAP decoders. As it is expected FSW-MAP and 
FSW-LogMAP have the same results. Due to more 
accurate computation these decoders need more 
decision depth than their SubMAP sub-optimum 
version. FSW-MAP with MC estimation lies halfway 
between them. This is justified by noting that this 
decoder is equivalent to an FSW-LogMAP decoder 
whose soft value computation is carried out using max 
instead of max* operator. 

Except a bias term, the mean plots related to SOVA 
and FSW-SubMAP have the same forms. This 
difference can be justified as follows. The structure of 
the code and channel SNR imply a typical set of error 
events; a minimal set that with a probability near to one 
the occurred error events belong to this set. LUD of 
SOVA decoder must be adopted such that in most of the 
cases the lengths of these typical error events are shorter  

(b) 
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(b) 

Figure 2. LUD depth simulation of SOVA decoder over 
AWGN channel for the two rate-1/2 convolutional 
codes with octal code generators (5,7), K=3 and 
(554,744), K=7 over AWGN channel, respectively. (a) 
Mean, (b) STD (standard deviation). 

 
than this depth. Due to the finite length of survivor 
paths, truncation depth (TD), it is possible that instead 
of survivor path corresponding to ML path, another 
survivor path achieves maximum accumulated metric, 
while its tail has not merged to the ML path yet. We call 
such an event as partial error event. 

Figure 4 shows partial and full error events. 
Although the partial error events have the potential of 
being an error event, but they are not necessarily an 
error event as they do not occur in optimum ML 
decoding. This is deficiency of decoder because of low 
TD that these errors occur. With occurrence of such 
errors, although the ML survivor path has possibly 
gathered good LLR values, the inaccurate LLRs of the 
winner survivor will be delivered as soft output value. 
The average length of partial error events is greater than 
the average length of error events, as they can have 
longer excursions through the trellis. Therefore, in 
SOVA family TD must be selected greater than LUD. 

Let’s consider FSW-SubMAP algorithm, in the case 
of a large enough Γ , the restricted forward state metric 

distributions, for the two values ( ) 1±=j
iu  will converge 

to a same distribution except with an additive bias term 
[6]. This convergence implies that all of the possible 

error events with error on ( )j
iu  have merged to the ML 
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Figure 3. LUD and decision depth simulation of FSW-
MAP, FSW-MAP with MC estimation, FSW-LogMAP, 
FSW-SubMAP, and SOVA decoders for a rate-1/2 RSC 
code with octal code generator (1,5/7), K=3 along with 
those of SOVA decoder for Non Recursive (NR) 
convolutional code (7,5) over AWGN channel: (a) 
Mean, (b) STD (standard deviation). 

 
 

Error Event 

LLR Update Depth (LUD) 

Truncation Depth (TD) 

Partial Error Event  
Figure 4. Partial and full error events in VA and SOVA 
family 
 
path before all possible partial error events diverge from 
MAP path, and their effect is only a bias term on state 
metric distribution (It takes a little brainwork). As 
illustrated in Figure 5, occurrence of an error event will 
have an additive bias effect on metric distribution over 
the states if and only if all partial error events diverge 
from MAP path after this error event. This leads us to an 
interesting consequence that the necessary decision 
depth for sliding window versions of LogMAP 
algorithm must be greater than the necessary truncation 
depth in VA and SOVA, while both keep the same form 
of variation in terms of SNR and code memory. 
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III. SIMULATION RESULTS 
A rate 1/3 turbo code (Parallel Concatenated 
Convolutional Code) with two constituent systematic 
recursive (RS) convolutional codes, and interleaver size 
of 1024 over AWGN channel, and BPSK modulation 
was simulated. The constituent codes have octal 
representation of (1,5/7). Figure 6.a shows the 10th 
iteration BER performance of the considered turbo code 
for different decision depths of SW-SubMAP decoder. 
As it is seen there are considerable performance loss for 
low values of decision depths. Decision depth of 16 is 
appropriate and presents the same performance as 
SubMAP decoder. BER simulation results of this turbo 
code system for the 10th iteration and various LUDs of 
TSOVA decoder are shown in Figure 6.b. TSOVA 
(Threshold SOVA) is a version of SOVA that clips the 
output of SOVA to control its optimistic behaviour [7]. 
Similar to SW-SubMAP low values of LUD cause 
considerable performance degradation. LUD value of 8 
has nearly the same performance as greater values, and 
is an appropriate choice. It is noticeable that the 
necessary value of LUD for TSOVA is much lower than 
the necessary decision depth for SW-SubMAP decoder. 
The required decision depth is almost the same for both 
algorithms, but the required value of the LUD of SOVA 
is almost half of the required decision depth for the 
same condition. 

IV. CONCLUSION 
Sliding window versions of MAP, and SOVA are 

more appropriate for iterative decoding implementation. 
These SISO algorithms do not impose large storage 
requirement, and provide close to optimum 
performance. These algorithms instead require more 
processing than original MAP algorithm. The decision 
depth is the most important parameter in these 
algorithms that provides a fine trade off between the 
processing load and the performance. Simulation results 
show that the required LUD of SOVA is almost half of 
the necessary decision depth of sliding window versions 
of MAP. 
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Joint Estimation of Signal and Interference Power
in Rayleigh Fading Channels

I. INTRODUCTION

ROBUST joint estimation of signal and interference is essential for reliable communication over fading channels in mobile
wireless systems. To accomplish this objective, both receiver and transmitter require knowledge of signal and interference

power for adaptation purposes. These quantities can vary substantially depending on channel condition and must therefore be
estimated accurately. A typical application for signal and interference power estimation is in the transmit power control (TPC)
in fixed or mobile wireless environments. TPC allocates transmit power among users to minimize interference between adjacent
users while maintaining the signal quality. Another immediate application of signal and interference power estimation is in
likelihood estimation in soft decoding algorithms, such as Turbo decoders.

Any imperfection in estimating signal and noise power, whether introduced through bias or large variance in the estimate,
can have a dramatic and sometimes catastrophic effect on the system performance. We will concentrate solely on estimators
that provide low variance estimates while maintaining the residual bias within a reasonable range.

Estimation of signal and noise power in wireless fading channels has long been a topic of research. Specific to wireless
systems, most of the research has followed two distinct analysis path. In the first, a linear Baysean type estimator, such a
Kalman or Wiener filter, was proposed for estimation purposes. Jiang et al. , for example , modelled the shadow process with
a first order AR model [3]. Tanskanen et al. , suggest using a Wiener filter for transmit power control (TPC) mechanism in
WCDMA systems [10]. The second approach which is more of a classical estimation approach, derives the estimators based
on statistical or rather probabilistic characteristic of the observation space. An example of this approach can be found in [9]
and [13]. Focusing solely on the Kurtosis of the observation vector, Ramesh et al. in [6] provided an estimator based on higher
order statistics. The proposed estimator relies on the diversity reception that is based on multiple receive antenna structure
in the receiver. In [5] Pauluzzi and Beaulieu have provided a comprehensive study on statistical analysis of SNR estimation
methods for AWGN channels.

These methods provide very useful results. There is, however, a need for analysis techniques that provide a unified framework
for analyzing signal and power estimation in Rayleigh fading environment. Our approach for solving this problem is more of the
classical estimation, rather than Baysean philosophy. This decision is well justified knowing if we take into our consideration
that the underlying unknown parameters, i.e. signal and interference power, are not a linear function of the observation space.
Naturally, applying linear MMSE Baysean estimators would result in unwanted bias or even large variance in estimation of
the unknown parameters.

We aim to provide a solution to this problem under the reference symbol assisted (pilot based) scenario as opposed to non
data-aided (blind) methods for the following reasons. Blind methods would not necessarily result in unbiased estimation of the
unknown parameter and also suffer from slow convergence at low SNR. Moreover, pilot-aided reference training is suitably
applicable to most mobile wireless systems such as 3G WCDMA. The insertion of dedicated pilot channel (DPICH) in the
forward link of the WCDMA systems allows partial knowledge of the noise power parameter at the receive ends assuming that
channel condition stays fairly constant over consecutive pilot symbol interval (sufficiently slow fading and mobile movements).
In this scenario, the interference variance estimation problem would be a special case of noise variance estimation problem
in partially-known signals. However, the deep fades and rapid phase changes in wireless mobile channels make estimation
of the interference variance quite difficult. We have tailored our analysis to address this issue for robustness purposes. In
doing so, we formulate the problem as a point estimation of a multivariate Gaussian kernel density function. As a member
of the exponential class of distributions, Gaussian distribution admits a sufficient statistic. Such a statistic is intimately related
to the concept of maximum likelihood estimation (MLE) and minimum variance unbiased estimation (MVUE) of unknown
parameters. We use this property to derive from the samples of pilot observation space, a class of estimators, namely MLE,
MVUE and sub-space estimator, that provide optimum characteristics in the Cramer-Rao sense. The proposed estimators do
not impose any requirement on structure of the receiver and are applicable to both diversity and non-diversity based receivers.
Moreover, there is no underlying assumption to the spectral characteristic of the Rayleigh fading process.

The paper is organized as follows. In the next section, we formulate the problem and outline the Rayleigh fading channel
model. In section III, we briefly discuss the proposed unified class of estimators for signal and interference power estimation.
And finally we provide some conclusions and simulation results. Further statistical analysis and details of how these estimators
will be applied to Wideband CDMA systems in practice will be given in the full version of the paper.

II. PROBLEM DEFINITION

Consider communication system that employs pilot symbol assisted symbols that operate over a fading channel. The channel
consists of two components, a linear time varying filter which captures the effects of multipath fading due to multiple scatters
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Fig. 1. Transport Formats Structure in 3GPP WCDMA

in the transmission medium, and an additive white Gaussian noise(AWGN) term representing both receiver noise and, more
significantly, co-channel interference.

More specifically, the response of the channel to a known reference sequence z[n] is given by

r[n] =
∑

k

a[n; k]z[n − k] + u[n] (1)

where z[n] is the complex valued M -ary symbol sequence to be transmitted and u[n] is a complex zero-mean circularly
symmetric Gaussian random process.

In this paper, we focus our discussions on CDMA systems, even though a slight modification of the same arguments can be
used for Single-Carrier Modulation systems as well as OFDM systems. For CDMA systems, assuming an ideal performance,
the Rake receiver resolves the received signal into its multipath components. Hence, for the a-priori known transmitted Pilot
symbols the output of each Rake finger after derotation by the conjugate of the known sequence, can be represented as

x[n] =
√

ρα[n] + w[n] (2)

wherein w[n] is also a complex zero-mean Gaussian random process with an unknown variance of σ2. The real and
imaginary parts of the complex fade coefficients α[n] are the unit power independent Gaussian random processes with known
autocorrelation function ϕ[n], a well-known example of which is the Bessel function for the Rayleigh fading model given by
the Jakes model (see [8]). Here, without loss of generality we assume that the fade coefficients have unit variance.

Subsequently, we define the observation space as a sequence of the above received symbols x[n], corresponding to the
known pilot symbols. Note that for the special case of 3G Wideband CDMA systems, a sequence of a-priori known dedicated
Pilot symbols are periodically time-multiplexed with the data symbols based on a specific transmission slot format as shown
in Figure (1). In this case, the observation vector will consist of L such intervals.

Now, given N samples of observation space x[n], our objective is to obtain the point estimation of the signal power ρand
interference variance σ2. The sufficient statistics for estimation of the noise and signal power, σ2 and ρ, is obtained by forming
N successive samples of the received pilot symbols x[n] into x̄ = [x[1] x[2] , · · ·x[N ]]T . Then, under the above assumptions
the probability density function of the observation vector is a multivariate Gaussian mixture given by

pr(x̄;σ2) =
1

(2π)
N
2 |Rx|

exp(−x̄∗R−1
x x̄) (3)

In the above equation, the covariance matrix of the observation vector x̄ is defined as

Rx = ρRα + σ2I (4)

where entries of the fading covariance matrix Rα are defined as Rα[m,n] = ϕ[m − n]
Due to Hermitian property of the auto-covariance matric Rx̄, there exist an eigenvalue decomposition transform such that

Rα = UΓU∗ =
N∑

i=1

γiui.u
∗
i (5)

By definition, columns of the matrix U consist of orthonormal eigenvectors ui that make the matrix U to be unitary. Matrix
and Γ = diag[γ1 γ2 · · · γN ] is a diagonal matrix with diagonal entries equal to real non-negative eigenvalues of matrix Rα.
From our assumption that the variance of α is equal to 1, it is easy to see that

N∑
i=1

γi = Trace(Rα) = N (6)
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Thus, the inverse of auto-covariance matrix can be written as

R−1
x = (ρUΓU∗ + σ2I)−1 =

N∑
i=1

ui.u
∗
i

ργi + σ2
(7)

Substituting equation (7) in (3) and using the identity |Rα| = ΠN
i=1γi, the likelihood function is written as

Λ(x̄;σ2|fD) = ln pr(x̄;σ2|fD) = −N ln 2π −
N∑

i=1

ln(ργi + σ2) −
N∑

i=1

x̄∗ūi.ū
∗
i x̄

ργi + σ2

Nest we invoke the generalization of the Neyman-Fisher factorization theorem, to factor the likelihood function (8) to

Λ(x̄; θ) = g(T1(x̄), T2(x̄), ..., TN (x̄), θ)h(x̄) (8)

It is then obvious that the functionals Ti(x) = |u∗
i .x|2 are sufficient for estimating the noise variance σ2. Due to the orthogonal

characteristics of the eigenvectors, it is readily verifiable that the sufficient statistics satisfy the orthogonally principle

Ex̄[Tk(x)Tj(x)] = Ex̄[u∗
kxx∗uj ] = u∗

k

N∑
n=1

γiui.u
∗
i uj = δkj(ργk + σ2) (9)

Thus, the set S = {Ti(x), i = 1, 2, · · · , N} forms a minimal set of sufficient statistics for estimation of σ2.

III. ESTIMATOR DESIGN

In this section, we consider the estimator design for joint signal and interference power estimation. In our attempt to identify
an optimum estimator (in Cramer-Rao sense) for the unknown signal and noise variance, we first show that there does not exist
an efficient estimator that attains the CRLB. In doing so, we first compute the gradient of likelihood function with respect to
the unknown vector κ = [σ2ρ] as

∇κΛ(x̄;κ) =




−
N∑

i=1

1
(ργi + σ2)

+
N∑

i=1

x∗ui.u
∗
i x

(ργi + σ2)2

−
N∑

i=1

γi

(ργi + σ2)
+

N∑
i=1

x∗ui.u
∗
i x

(ργi + σ2)2




(10)

where in the Fisher information matrix is computed as

Iκ =




N∑
i=1

1
(ργi + σ2)2

N∑
i=1

γi

(ργi + σ2)2
N∑

i=1

γi

(ργi + σ2)2

N∑
i=1

γ2
i

(ργi + σ2)2




Evidently, gradient of the likelihood function can not be factored into the form ∇κΛ(x̄;κ) = I(κ)(g(x̄)−κ). Thus, no unbiased
estimator would achieve the CRLB bound. The vector parameter CRLB will allow us to place a bound on the variance of each
element as var[σ̂2] ≥ I−1

κ [1, 1] and var[ρ̂] ≥ I−1
κ [2, 2].

Now, using the set of sufficient statistics {Tj(x̄), j = 1, . . . , N} derived in the previous section, we introduce a general
class of estimators based on linear combination of these statistics given by the following equations:

ρ̂ =
N∑

i=1

ηi Ti(x̄) (11)

σ̂2 =
N∑

i=1

βi Ti(x̄) (12)

Using equation (9), it is easy to see that the above estimators will be unbiased for all possible (ρ, σ2) combinations, if and
only if the coefficients ηi and ξi satisfy

N∑
i=1

ηiγi = 1,

N∑
i=1

ηi = 0, (13)

N∑
i=1

βiγi = 0,

N∑
i=1

βi = 1 (14)
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In the complete version of this paper, we show that in the general case the Minimum-Variance Unbiased Estimator (MVUE),
if it exists, can not be of the above form. However, we show that two important unbiased estimators, specifically the Maximum
Likelihood (ML) and Subspace estimators, do belong to the above-mentioned class.

A. Maximum Likelihood Estimator

Maximum Likelihood Estimator (MLE) has the asymptotic properties of being unbiased, achieving the CRLB and having
a Gaussian PDF. Also for high SNRs, MLE achieves the CRLB. MLE obtains the estimate of unknown parameters by
maximizing the Λ(x̄, σ2, ρ). This joint maximization problem can be formulated as ∇κΛ(x̄;κ) = 0. The ML estimates of these
two parameters have a closed-form expression as

ρML =

N∑
i=1

Ti(x̄)(γi − 1)

µ(N − 1)
(15)

σ2
ML =

N∑
i=1

Ti(x̄)(µ − γi)

µ(N − 1)
(16)

where µ
∆= 1

N

∑N
i=1 γ2

i . Figure (2) shows the structure of the ML estimator.

B. Sub-space Estimator

ML estimation of unknown parameters requires knowledge of both eigenvectors and eigenvalues of the auto-covariance
matric. In this section we intend to propose a reduced rank estimator that relaxes this prior information in estimating signal
and noise power. Lets define the signal subspace to be the Ns-dimension range space of the autocorrelation matrix Rα.
Dimension of signal subspace depends on the doppler parameter and also on the time diversity between successive pilot
samples. At low doppler frequencies, the dominant component of the signal lies in rank-1 subspace. As doppler increases,
dimension of signal subspace increases accordingly. Similarly, the noise subspace is defined as (N −Ns)-dimension null space
of the autocorrelation matrix. In another words, noise subspace is the subspace spanned by eigenvectors associated with trivial
eigenvalues of Rα ({γi � 0, i = [Ns+1, · · · , N ]}). Thus the observation vector, when projected on noise subspace, has no
signal dependent component. As a result, the noise subspace represents projection of noise component onto the null space of
Rα. Figure (3) gives an illustration of the signal and noise subspaces. Using this concept, we can estimate the noise power as
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σ2
sub =

1
N − Ns

N∑
i=Ns+1

Ti(x̄) (17)

On the other hand, noise has component along the eigenvectors associated with non-trivial eigenvalues of the autocorrelation
matrix. Using the orthogonality principle and equation (17), a sub-space signal estimator for signal power is obtained as

ρsub =
1
N

Ns∑
i=1

Ti(x̄) − Ns

N(N − Ns)

N∑
i=Ns+1

Ti(x̄) (18)

Note that both the ML and subspace estimates of signal and noise power require knowledge of the eigenvectors of the
underlying channel auto-covariance matrix (Rα). The ML estimator in addition requires the knowledge of the eigenvalues of
the same matrix. This requirements would add a constraint for practical implementation of these estimators. However, in the
complete version of this paper and for the specific case of 3G Wideband CDMA, we propose an efficient tracking mechanism
for estimating signal sub-space in Rayleigh fading (isotropic scattering) scenarios (Jake’s model).

The performance of the above estimators can be derived analytically or via simulations. Figure (4) compares the variance
of ML and sub-space estimators of noise power for the transmission slot format #0 used in 3G WCDMA (c.f. Figure (1)) and
Doppler frequency of fD = 200 Hz. Evidently, as signal power increases, the gap between the CRLB and MLE and Sub-space
estimator increases. However, MLE shows less sensitivity in this regard. As noise power increases, ML and Subspace estimators
asymptotically reach the CRLB. For ML, this is an inherent property at high SNR. Similarly, when relative energy of noise
with respect to signal is increased, projection of signal onto noise sub-space tends to zero.

Figure (5) compares similar experiments for signal power estimates. Note in this case, ML has has relatively uniform distance
with respect to CRLB regardless of signal and noise power. When relative power of noise with respect to signal is reduced,
sub-space estimator becomes closer to MLE. This is due to the fact that projection of noise on the signal sub-space becomes
less effective.

IV. CONCLUDING REMARKS

In this paper we have developed an effective class of estimators for joint signal and noise power estimation in Rayleigh
fading channels. The estimators rely on the pilot signal tones, although the results can be generalized to blind methods as well.
These estimators achieve a performance that approaches asymptotically CRLB. Moreover, the structure of proposed estimators
share a commonality that would allow us to investigate their statistical characteristics in a unified framework. A closed form
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expression for statistical characteristic of the these estimators, mainly bias and variance, are derived. The proposed class of
estimators provide a natural trade-off between complexity and accuracy of the estimators.

A variety of issues remain to be explored in future work. For example, the development of estimator design and analysis
techniques specifically optimized for Ricean fading environments can be a valuable resource for general fading environments.
More generally, some of the richest directions for future research involve developing techniques for joint estimation of doppler
and signal/noise power. Thus, it might be possible to combine the doppler estimator and power estimator into a single efficient
estimator.
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ABSTRACT

An iterative algorithm for joint time synchronization and
channel estimation in a wireless OFDM transmission is pre-
sented. The algorithm is based on the knowledge of 2 con-
secutive identical training symbols. It is well suited for
burst transmissions as in wireless LAN (WLAN) applica-
tions. The method estimates non-integer time delays and
(randomly generated) channel impulse responses. The time
delay estimator is robust in the face of carrier frequency off-
sets while the channel estimator is sensitive only to large
carrier frequency offsets. The simulation results indicates
good performance at low computational complexity.

1. INTRODUCTION

The multi-carrier systems, and those based on OFDM in
particular, have a great potential in offering high data rates.
They are very robust to channel frequency selectivity since
a frequency selective channel is transformed in a set of par-
allel ¤at fading channels. Therefore the equalization can
be very ef£ciently performed in frequency domain with the
inverse of the channel frequency response. Therefore the
channel impulse response has to be estimated as well. How-
ever, the OFDM based wireless communications (WLAN,
DVB and maybe the future 4G mobile wireless networks)
are very sensitive to the synchronization errors. Due to the
nature of the OFDM signal both time and frequency syn-
chronization have to be performed accurately.

In [1] a blind time delay estimator is proposed in both
frequency ¤at and frequency selective channels. It is based
on the second order statistics of the received OFDM sig-
nal and exploits its cyclostationarity. This algorithm is suit-
able for non-integer time delays also. The main drawback is
the slow time convergence of the statistics which basically
limits the algorithm application to continuous transmissions
(DVB for example).

This work has been supported by Nokia Foundation, GETA Graduate
School and Academy of Finland

A maximum likelihood (ML) time delay estimator is
proposed in [2] that exploits the cyclic pre£x in the OFDM
signal. The algorithm is designed for integer time delays
and the channels are ¤at fading. Algorithms based on the
correlation of the received signal are proposed in [3] and
[4]. Specially designed training symbols are used in [3],
while different smoothing algorithms are used in [4] to re-
duce the transmission channel effect.

A three step time synchronization procedure is proposed
in [5]. In the £rst step the start of the transmission is de-
tected by measuring the received power, then a raw esti-
mated of the time delay is obtained through a correlation
technique, and £nally a £ne tuning is performed on the third
step. The last two steps are based on known pilot symbols
inserted in the transmitted signal.

In this paper, we propose an algorithm to estimate both
the time delay and the channel impulse response. The im-
pact of the carrier frequency offset on the estimators be-
havior is addressed also. We combine the channel estima-
tor presented in [6] with a low complexity delay estima-
tion method in an iterative fashion. The resulting algorithm
is able to deliver accurate estimates of the time delay and
channel impulse response (after only 2 iterations). For this
purpose, only 2 identical consecutive symbols have to be
known at the receiver. Therefore the complexity is very low
and it may be used with current WLAN standards, for ex-
ample.

The rest of the paper is organized as follows: the system
model is presented in section 2 and the estimation algorithm
is derived in section 3. In section 4 simulation results are
presented and the conclusions are drawn is section 5.

2. SYSTEM MODEL

Let us assume we have a single user OFDM transmission,
where a serial PSK data stream is converted to M parallel
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data streams:

u[n] = [u((n− 1)M + 1), u((n− 1)M + 2), . . . , u(nM)]
T

(1)
The parallel data stream u[n] is modulated on M orthogo-
nal subcarriers using a Inverse Discrete Fourier Transform
(IDFT). In order to avoid the inter-block-interference caused
by the channels, a cyclic pre£x is added in front of each
OFDM symbol by copying the last P samples of the sym-
bol. The cyclic pre£x length must be longer than the chan-
nel impulse response. The signal model may be written as
follows:

s[n] = TFu[n] (2)

T =





0P×(M−P ) IP
I(M−P ) 0(M−P )×P

0P×(M−P ) IP





{F}mq =
1√
M

ej
2πmq
M , m, q ∈ {0, . . . ,M − 1},

where T is the (M + P ) × M matrix which performs the
cyclic pre£x addition and F is the M×M IDFT matrix. The
resulting signals are converted from parallel to serial and
then transmitted through the channel with the sampled im-
pulse response h = [h(0), . . . , h(Lh − 1)]T . The channel
impulse response is considered to be time-invariant over a
£nite time interval, so called quasi-stationary channel. This
condition is in general true for WLAN where the channel
impulse response can be considered stationary over a large
number of OFDM symbols. Even for applications like mo-
bile communications this property holds but for shorter time
periods.

2.1. Asynchronous model

If the receiver and the transmitter are perfectly synchronized
(the receiver knows the time instance when the transmission
started), the received signal is converted to parallel then the
cyclic pre£x is dropped and a DFT operation will restore the
original data stream. However in realistic scenarios there
are some impairments to deal with. First, the time delay
between the transmission and reception has to be estimated
in order to properly discard the cyclic pre£x and apply the
DFT temporal window correctly. If the delay is smaller than
the length of the CP, there is no loss in performance due
to the DFT properties, but if the delay is larger than the
length of the CP, then the loss in performance is substan-
tial. In order to illustrate this, in Fig. 1 we plotted the loss
in performance of the receiver as a function of the timing
offset between the transmitter and the receiver in the noise-
less case. If the error in the time synchronization estimation
is larger than 10% of the sampling period, than the loss in
performance is signi£cant. In Fig. 1 we considered perfect
channel estimation. The channel and the timing offset have
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Fig. 1. The performance loss as a function of the timing off-
set (fraction of the sampling period) between the transmitter
and receiver

to be accurately estimated in order to achieve good perfor-
mance.

We assume that the block level synchronization was per-
formed by measuring the received signal level. Therefore
the time offset can be assumed to be smaller than M . Let
δ ∈ R be the timing offset between the receiver and trans-
mitter and let p and d be its integer and fractional parts re-
spectively . We can write the received signal as:

y(n) = h(n)∗s(n−δ)+w(n) = h(n)∗r(n)+w(n), (3)

where r(n) is the delayed transmitted signal and w(n) is the
additive Gaussian noise and ∗ is the convolution operator.
The delayed transmitted signal can be also written as:

r(n) = (1− d)s(n− p) + ds(n− p− 1) (4)

If we stack N (N = M + P ) consecutive samples in a
vector r[n] = [r((n− 1)N + 1), . . . , r(nN)]T , and using
the expression (4), we can write:

r[n] = d [US(s[n− 1], N − p− 1) +DS(s[n], p+ 1)] +

+(1− d) [US(s[n− 1], N − p) +DS(s[n], p)] . (5)

The operators US(s, p) and DS(s, p) shift up and down re-
spectively the vector s with p positions. We can therefore
de£ne the up and down shifting matrices U(k) and D(k) of
sizes N ×N :

U(k) =

[

0(N−k)×k IN−k

0(k)×N

]

(6)

D(k) =

[

0(k)×k

IN−k 0(N−k)×N

]

With these de£nitions we can further write:

r[n] = d [U(N − p− 1)s[n− 1] + D(p + 1)s[n]] +

+(1− d) [U(N − p)s[n− 1] + D(p)s[n]] ;

r[n] = [dU(N − p− 1) + (1− d)U(N − p)] s[n− 1] +

+ [dD(p + 1) + (1− d)D(p)] s[n];

r[n] = Bs̃[n] = B(I2 ⊗TF)ũ[n], (7)

Administrator
262



where ⊗ is the Kroneker product, I2 is the 2 × 2 identity
matrix and:

B =

[

dU(N − p− 1) + (1− d)U(N − p)
...

... dD(p+ 1) + (1− d)D(p)

]

;

s̃[n] =
[

sT [n− 1] sT [n]
]T
;

ũ[n] =
[

uT [n− 1] uT [n]
]T

. (8)

Our goal in this paper is to jointly estimate the channel
impulse response h and the delay δ.

3. ALGORITHM

The channel estimation scheme proposed in [6] is based on
the IEEE 802.11 standard for perfectly synchronized trans-
mission. We extend this scheme for the estimation of the
time delays also. In the IEEE 802.11 standard, two known
and equal training symbols are available, therefore we can
use them to estimate the channel. An optimal solution is
to estimate the channel for all possible time delays δ, and
choose the best estimate based on a MMSE criterion . But
such a solution is far too complex. We propose a method
to iteratively estimate the time delay and channel impulse
response.

Let us assume the received serial signal is passed through
a serial to parallel converter and the cyclic pre£x is removed.
The received signal vector after CP removal is:

yp[n] = [y((n− 1)M + nP + 1), . . . , y(n(M + P ))]
T (9)

It can be also written as:

yp[n] = R[n]h+w[n], (10)

where w[n] is the noise vector and R[n] is the signal con-
volution matrix of size M×Lh, with a special structure due
to the cyclic pre£x:

R[n] =











r((n− 1)M + nP + 1) r(n(M + P ))
r((n− 1)M + nP + 2) r((n− 1)M + nP + 1)

...
...

r(n(M + P )) r(n(M + P )− 1)

. . . r(n(M + P )− Lh + 2)

. . . r(n(M + P )− Lh + 3)

. . .
...

. . . r(n(M + P )− Lh + 1)











(11)

The received vectors y[1] and y[2] are the result of the
transmission of the same training OFDM symbol r[1].

The £rst step of our algorithm is to consider an arbitrary
valued vector as the initial estimate of the channel impulse
response ĥ0. We generate the convolution matrices Rτ [n]
corresponding to the known training symbols and the pos-
sible integer delays τ ∈ {0, . . . ,M − 1}. A £rst initial
estimate of the time delay can be found by solving:

J (τ) =
(

y[2]− Rτ [2]ĥ
T
o

)H (

y[2]− Rτ [2]ĥ
T
o

)

δ̂1 = arg min
τ∈{0,...,M−1}

J (τ) (12)

Having the initial estimate δ̂1, we can estimate the chan-
nel impulse response as follows:

ĥ1 = R
#

δ̂1
[2]

y[1] + y[2]

2
, (13)

where the operator (.)# stands for the pseudo-inverse,
therefore the size of R

#

δ̂1
[2] is Lh ×M .

We have found so far a raw estimate of the timing offset
δ̂1 and an estimate of the channel impulse response, ĥ1.

Using the same received data we can re£ne the esti-
mated delay by searching for the minimum of the same
quadratic cost function in (12) but searching on the inter-
val {δ̂1 − G, . . . , δ̂1 + G} with a smaller grid, for example
0.1.

δ̂2 = arg min
τ∈{δ̂1−G:0.1:δ̂1+G}

J (τ). (14)

The value G have to be set such that the second search-
ing interval, {δ̂1−G, . . . , δ̂1+G}, includes the true delay δ,
otherwise the method fails. From experimental simulations
we observed that after the £rst iteration, the estimated delay
is in the range {δ + 1, . . . , δ − 1}, therefore we set G = 2
to ensure that the algorithm does not fail.

In Fig. 2 we plotted the cost function J for two itera-
tions.
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Fig. 2. The cost function J for 2 iterations.

An improved channel estimator can be found by using
the new estimated value δ̂2 in equation (13).

ĥ2 = R
#

δ̂2
[2]

y[1] + y[2]

2
, (15)

Administrator
263



Therefore in 2 iterations on the same received data we
are able to estimate both the timing delay and the channel
impulse response. The algorithm may be summarized as
follows:

1. Raw estimation

• Consider an arbitrary valued vector as the ini-
tial estimate of the channel impulse response,ĥ0,
and compute the £rst estimate of the time delay
δ̂1, using (12).

• By using δ̂1 and (13) re£ne the channel impulse
response estimate, ĥ1.

2. Re£nement

• Using ĥ1 and a smaller grid search in (12), re-
£ne the time delay estimate, δ̂2.

• Re£ne the channel impulse response estimate us-
ing the time delay estimate δ̂2 in (13).

3.1. Discussion

So far we have assumed that the carrier frequency offset is
zero. However in a realistic scenario carrier frequency offset
exists and it has to be compensated for. Otherwise a severe
degradation in the receiver performance is expected due to
the inter-carrier-interference. Therefore each received OFDM
symbol is multiplied by a factor ej2π∆fn where
∆f ∈ [−0.5, 0.5) is the normalized frequency offset be-
tween the transmitter carrier frequency and receiver carrier
frequency.

The cost function J computed in (12) is robust to the
frequency offset ∆f due to its quadratic form. However,
the channel estimator performance may be highly degraded
because of large frequency offsets. In Fig. 3 we depicted the
time delay estimation error and the channel estimate MSE
for different frequency offsets. For small values of the nor-
malized frequency offset (smaller than 0.01 of the subcarrier
spacing) both estimators performs very well. For large fre-
quency offset the channel estimator performance degrades
very quickly while the time delay estimator still performs
well.

The effect of carrier frequency offset may be mitigated
by including a frequency offset estimator in our algorithm.
Even for large frequency offset the time delay is well esti-
mated after the second iteration. Therefore after the second
iteration the algorithm proposed in [7] may be used to esti-
mate the frequency offset. This algorithm employs the same
system model setup with two identical training symbols. A
third iteration is necessary in this case to re£ne the estimate
of the channel impulse response.

In the following we summarize the frequency offset esti-
mator. The n-th received OFDM symbol with the frequency
offset can be written as yoffset[n] = yP [n]e

−j2π∆fnT ,
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Fig. 3. The estimator performance for imperfect carrier off-
set compensation (Eb/N0 = 10dB).

where ∆f is the normalized frequency offset. Therefore if
two OFDM symbols are known and equal, we can write for
the corresponding received symbols, in the noiseless case:

z = yH
offset[n]yoffset[n+ 1] = yH

P [n]yP [n]e
−j2π∆fT =

= ‖ y[n] ‖2F e−j2π∆fT (16)

where ‖ . ‖2F is the squared Frobenius norm. The frequency
offset can be determined with:

∆̂f = − 1

2πT
arg z (17)

The frequency offset estimator performance is degraded
in the presence of additive noise.

4. SIMULATION RESULTS

In this section we present the simulation results to illus-
trate the performance of the algorithm. We use a simi-
lar packet data transmission as in IEEE 801.11 standard.
Two known OFDM symbols are transmitted in the £rst data
packet (burst) for channel estimation and timing acquisition
purposes. Then the other packets contain only information
symbols. A QPSK signal is modulated on M = 64 subcar-
riers and a CP of length 6 is added. The channel impulse
response used in simulations has 4 taps, is randomly gener-
ated and its norm is unity. The channel is considered to be
time-invariant over the observation interval. The time delay
is generated randomly in the interval [0,M). The simula-
tion results are averaged over 100 independent runs.

We will demonstrate that the algorithm converges after
2 iterations on the received training symbols. In Fig. 4 the
estimation error of the time delay and the mean square error
(MSE) of the channel estimate are presented in a scenario
where 10 iterations have been performed. The results are
that expected, after 2 iterations the estimates quality does
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Fig. 4. The estimation errors for 10 iterations (Eb/N0 =
10dB).

not improve anymore. Therefore there is no need to increase
the number of iterations over 2.

We also observe that the time delay estimation error is
well bellow 10% of the sampling period. This will ensure
a very small deterioration in the receiver performance (see
Fig.1).

A good time delay estimator has to be as insensitive as
possible to the additive noise level. In Fig.5 the bias and
variance of the time delay estimator after 2 iterations are
presented for different noise levels. The estimator perfor-
mance is almost constant regardless of the signal to noise
ratio. The bias and the variance of the delay estimator where
computed as:

bias = δ − 1

Nr

Nr
∑

k=1

δ̂2(k) (18)

var =
1

Nr

Nr
∑

k=1

[δ̂2(k)− δ]2 − bias2, (19)

where Nr is the number of independent runs.
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Fig. 5. The bias and variance of the time delay estimator
and the MSE of the channel estimate for different Eb/N0.

In Fig. 5, the MSE of the channel estimator is also
plotted. Unlike the time delay estimator the channel esti-
mator performance is signi£cantly improved as the Eb/N0
increases. This is an expected behavior since the channel es-
timate is directly in¤uenced by the additive noise level (see
equation (13)).

5. CONCLUSIONS

We proposed a method for time synchronization and chan-
nel estimation in OFDM transmissions. Two known and
equal OFDM symbols are necessary in the proposed scheme.
The algorithm works in a iterative fashion on the same re-
ceived data. The time delay estimator is very robust to the
carrier frequency offsets while the channel estimator per-
formance is degraded by large frequency offsets. Both esti-
mators have a reliable behavior in the presence of additive
noise.
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Abstract

In this paper, non-linear adaptive Feedforward and
novel Decision Feedback equalizers based on Sup-
port Vector Machine (SVM) and Wavenets are ap-
plied to the problem of adaptive equalization in
the presence of Inter-Symbol Interference, Addi-
tive White Gaussian Noise, and Co-Channel In-
terference. A realistic severe amplitude distorted
co-channel system is used as a case study to il-
lustrate the superior Bit Error State performance
of the proposed computational intelligence based
adaptive equalizers compared to linear and non-
linear equalizers.

1 Introduction

Adaptive equalization is known to be an impor-
tant technique for combating distortion and Inter-
Symbol Interference (ISI) in communication chan-
nels. However, many communication systems are
also impaired by what is known as co-channel
interference (CCI). Many digital communications
systems such as cellular radio and dual polarized
micro-wave radio, for example, employ frequency
reusage and often exhibit performance limitation
due to co-channel interference [1]. Frequency reuse
is referred to the employment of radio channels on
the same carrier frequency to cover different areas
or cells situated sufficiently apart from one other,
and allows cellular radio systems to handle far more
simultaneous calls than the total number of allo-
cated channel frequencies. Signals for co-channel
cells (i.e. cells of the same channel frequency) will

however interfere with each other thus requiring the
use of adaptive equalizers in these communications
systems for reliable data transmission.

Two basic categories of adaptive equalizers exist,
namely the sequence estimation and symbol deci-
sion equalizers. The optimal sequence estimation
equalizer is the Maximum Likelihood sequence es-
timator (MLSE) which provides the best attainable
performance in combating channel ISI and Additive
White Gaussian Noise (AWGN) at the expense of
very high computational complexity and deferring
decisions. The MLSE is however much less effec-
tive in dealing with Co-Channel Interference. It
can best treat the unknown interfering signal as an
additional colored noise since it is very difficult to
derive the likelihood function for the non-gaussian
interfering signals to enable them to be explicitly
distinguishable from the gaussian noise. Most of
the equalization applications today employ equal-
izers that operate symbol-by-symbol. Symbol deci-
sion equalizers can be further qualified into two cat-
egories namely, the direct-modelling equalizers in
which the channel model is identified explicitly, and
the indirect-modelling equalizers which recover the
transmitted symbols by directly filtering the chan-
nel observations, usually using the Linear Transver-
sal Equalizer, without estimating a channel model
explicitly. The indirect-modelling approach is by
far most widely used and it is considered in the
present study in the context of Co-Channel Inter-
ference.

It is well-known that the LTE does not achieve
the full performance potential of the symbol-
decision equalizer structure for combating channel

1
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Figure 1: System model

ISI in the presence of additive white gaussian noise,
as it fails to make use of the fact that transmitted
digital symbols can only take on finite value; and it
also suffers from the problem of noise enhancement
[1]. Better performance can be achieved form the
same information contained in the equalizer inputs,
if more complex filtering methods are employed.

The current work is an application of two
new computational intelligence tools, namely the
Wavelet Neural Network ([2, 4, 5]), and the Sup-
port Vector Machine ([6]). The two novel methods
are applied to the problem of combating co-channel
interference, without any apriori knowledge of the
channel / co-channel orders.

This paper is organized as follow:
In section 2, the discrete time model of the digital

communication system is presented. Section 3 in-
troduces the two new equalizer structures and their
associated learning algorithms. Simulation results
are presented in section 4, where the equalizers are
applied to a realistic co-channel system and their
BER performance characteristics compared. Fi-
nally, section 5 presents some concluding remarks.

2 System model

Following [1], the discrete time model of the
data transmission system considered in this pa-
per is shown in Figure 1. In this model,
H0(z) is the dispersive channel transfer function
and H1(z) . . .Hγ(z) represent the interfering co-
channels. All channels are modelled by Finite Im-
pulse Response (FIR) filters as:

Hi(z) =
li∑

j=0

hijz
−j i = 0, 1, . . . , γ (1)

In Figure 1, s0(k) represent the transmitted data
(which is know during the equalizer training phase)
and si(k), i = 1, . . . , γ are unknown interfering
data sequences. All si(k), i = 0, . . . , γ are assumed
to be equiprobable and bipolar independent iden-
tically distributed (iid) and the output from the
co-channels c(k) are corrupted by Additive White
Gaussian Noise (AWGN) n(k) of zero mean and
variance σ2

n. All si(k), i = 0, 1, . . . , γ are assumed
to be uncorrelated with n(k). The overall channel
observation can thus be written as:

y(k) = ŷ(k) + c(k) + n(k) (2)

where

ŷ(k) =
l0∑

j=0

h0js0(k − j) (3)

where l0 is order of the distorting channel; and

c(k) =
γ∑

i=1

li∑

j=0

hijsi(k − j) (4)

where li, i = 1, . . . , γ is the order of the i − th in-
terfering co-channel.

If E{ŷ2(k)} = σ2
s (where E{.} is the expectation

operator) and E{c2(k)} = σ2
c ; then the following

expressions can be defined:
The Signal to Noise Ratio (SNR) given by:

SNR =
σ2
s

σ2
n

(5)

The Signal to Interference Ratio (SIR) defined as:

SIR =
σ2
s

σ2
c

(6)

And finally the Signal to Interference to Noise Ratio
(SINR) given by:

SINR =
σ2
s

(σ2
n + σ2

c )
(7)

The task of any indirect-modelling equalizer is:
given the overall channel observation y(k), estimate
the transmitted data s0(k). The symbol decision
equalizer at any sample instant k processes the n

2
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most recent channel observations, and makes a de-
cision ŝ0(k − τ) regarding the symbol transmitted
at k − τ , where integer n and τ are referred to as
the equalizer order and delay respectively. For de-
cision Feedback structures, a Feedback order m is
also added. Thus, s0(k−τ) is estimated from the n
most recent channel observations, and the m past
decisions of the equalizer.

During the training period of most adaptive
equalization systems (including cellular mobile ra-
dio), the reference desired signal s0(k− τ) which is
to be re-constructed, is available, whereas the other
interfering signals si(k), i = 1, . . . , γ are not know.

3 The computational intelli-
gence based structures and
their Learning Algorithms

The following section will describe the two pro-
posed structures, and their learning algorithms.

In all cases, a process with Ni inputs, and a single
output is considered. During the training phase of
the equalizer, a set of N training pairs is used:

(xn, yn), n = 1, . . . , N (8)

where:

xn = [xn1 , x
n
2 , . . . , x

n
Ni ] (9)

3.1 Support Vector Machine

Support Vector Machines [6, 7, 8, 9, 10, 11] are
a powerful approach for solving classification and
regression problems. The formulation of SVM
embodies the structural risk minimization (SRM)
principle. SRM minimize an upper bound on the
expected risk, as opposed to the traditional empir-
ical risk minimization that minimizes the error on
the training data. This difference equips SVM with
a great ability to generalize. For two-group classifi-
cation problems, generalization ability is optimized
by maximizing the margin between the decision hy-
perplane and the training data, and the solution is
obtained as a set of sparse supports vectors, which
lie on the margin boundary and summarize the in-
formation required to separate the data.

This is realized by solving the following quadratic
problem (a complete derivation is given in [6]).

W (α) =
N∑
n=1

αn − 1
2

N∑
n=1

N∑
m=1

αnαmynymK(xn,xm)

(10)
with constraints:

0 ≤ αn ≤ C, n = 1, . . . , N (11)

N∑
n=1

αnyn = 0 (12)

where K(., .) is the Kernel function, C is a given
value representing the penalty for misclassified pat-
terns, (xn, yn), n = 1, . . . , N are the training pairs
defined in Equation (8), and αn, n = 1, . . . , N are
the Lagrange multipliers.

The Kernel K(., .) correspond to a inner product
of vectors in a higher dimensional feature space if
and only if Mercer’s condition is met ([9, 11]). Some
common kernels meeting this condition are shown
in Table 1.

Linear K(x1,x2) = x1.x2

Polynomial K(x1,x2) = (x1.x2 + 1)d

RBF K(x1,x2) = exp(−||x1 − x2||2)/2σ2

Sigmoidal K(x1,x2) = tanh(κx1.x2 − δ)

Table 1: Some Kernel functions for the SVM

In this study, only the polynomial kernel will be
considered. This kernel is more efficient for real-
time application than the other kernels, which re-
quire computation of the exponential function, and
it allows to map the input vector into a higher di-
mensional space, which may result in better classi-
fication. This assertion will be experimented later.

Solving Equation (10) with constraints (11, 12)
determine the Lagrange multipliers. The training
inputs xn, n = 1, . . . , N which have non-zero La-
grange multipliers are called Support Vectors.

Then, during the testing phase, the classification
is realized with a hard classifier:

y = f(x) = sign(
N∑

n∈SV
αnK(xn,x) + b) (13)

where :

3
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b =
1
|SV |

∑

n∈SV
(yn −

N∑
m=1

αmymK(xn,xm)) (14)

SV is the set containing all the indices of the sup-
port vectors, and |SV | denote the cardinality of the
set SV .

Following Equation (13), all input vectors with
zero-valued Lagrange multipliers can be pruned
without any loss of information.

Mote that the values of C (misclassification
penalty) and d (polynomial order of the kernel func-
tion) are determined on a trail and error basis.

3.2 Wavenet

The theory of wavelets was first proposed in the
field of multiresolution analysis; among others, it
has been applied to image and signal processing
([3]). A family of wavelets is constructed by trans-
lations and dilations performed on a single fixed
function called the mother wavelet. A wavelet φj
is derived from its mother wavelet φ by:

φj(z) = φ(
x−mj

dj
) (15)

where its translation factor mj and its dilation fac-
tor dj are real numbers (dj > 0).

For classification purposes, different approaches
exist ([2]), but only one will be considered in this
paper, namely, we will consider a weighted sum of
wavelets functions whose parameters mj and dj are
adjustable real numbers, which will be trained to-
gether with the weights

Wavelets can thus be considered as a family of
parameterized nonlinear functions which can be
used for nonlinear classification with their parame-
ters being estimated through ”training”.

In the case of a problem with Ni inputs, mul-
tidimensional wavelets must be considered. The
simplest, most frequent choice (as in [2]) is that of
separable wavelets, i.e. the product of Ni monodi-
mensional wavelets of each input:

Φj(x) =
Ni∏

k=1

φ(zjk) with zjk =
xk −mjk

djk
(16)

where mj and dj are the translation and dilatation
vectors.

We consider wavelet networks of the form:

ψ(x) =
Nw∑

j=1

cjΦj(x) + a0 +
Ni∑

k=1

akxk (17)

Equation (17) can be viewed as a network with
Ni inputs, a layer of Nw wavelets of dimension Ni,
a bias term, and a linear output neuron. When lin-
ear terms are expected to play an important role in
the model, it is customary to have additional direct
connections from inputs to outputs, since there is
no point in using wavelets for reconstructing lin-
ear terms. Besides, as in neural networks, different
transfer functions f can be used, under the con-
straint of being differentiable everywhere. Exam-
ples are shown in Table 2.

Linear y = f(ψ(x)) = ψ(x)
Sigmoidal y = f(ψ(x)) = tanh(ψ(x))

Table 2: Some examples of transfer function for the
Wavenet

Such a network is named Wavelet Neural Net-
work, or simply a Wavenet, and is shown in Figure
2.
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The training of a Wavenet is based on the min-
imization of the following quadratic cost function,
using the training pairs defined in Equation (8):

J(θ) =
1
2

(yn − ȳn)2 =
1
2

(en)2 (18)

where

θ = {mjk, djk, cj , ak, a0} (19)

with j = 1, . . . , Nw and k = 1, . . . , Ni, being all the
free parameters of the Wavenet, and ȳn = f(ψ(xn))
the calculated Wavenet output.

The minimization is performed by iterative
gradient-based methods. The partial derivative of
the cost function with respect to θ is:

∂J

∂θ
= −en ∂ȳ

n

∂θ
= −en ∂ȳ

n

∂ψn
∂ψn

∂θ
(20)

Where the term ∂yn

∂ψn is the derivative of the transfer
function f with respect to his parameter:

∂ȳn

∂ψn

∣∣∣∣
x=xn

= f ′(ȳn) (21)

And the different components of ∂ψn

∂θ are:

• parameter a0:

∂ψn

∂a0
= 1 (22)

• direct connection parameters:

∂ψn

∂ak
= xnk , k = 1, . . . , Ni (23)

• weights:

∂ψn

∂cj
= Φ(xn), j = 1, . . . , Nw (24)

• translations:

∂ψn

∂mjk
= − cj

djk

∂Φj
∂zjk

∣∣∣∣
x=xn

(25)

with k = 1, . . . , Ni and j = 1, . . . , Nw, and

∂Φj
∂zjk

∣∣∣∣
x=xn

= φ(znj1) . . . φ′(znjk) . . . φ(znjNi)

(26)

@
@
@

Nw

f

linear sigmoidal
2 -13.2563 -13.9058
3 -12.336 -14.5442
4 -12.067 -14.1885
5 -11.9797 -13.696
6 -12.6049 -13.8453
7 -12.6021 -14.3709
8 -11.884 -13.798

Table 3: BER results with different values of
Nw and two different transfer functions for the
Wavenet-based equalizer (transversal case)

where φ′(znjk) is the value of the derivative of
the scalar mother wavelet at point znjk:

φ′(znjk) =
dφ(z)
dz

∣∣∣∣
zn
jk

(27)

• dilatations:

∂ψn

∂djk
= − cj

djk
znjk

∂Φj
∂znjk

∣∣∣∣∣
x=xn

(28)

with k = 1, . . . , Ni and j = 1, . . . , Nw

At each iteration, and at each pattern, the pa-
rameters are modified using the gradient (20), ac-
cording to:

∆θ = −µ∂J
∂θ
, 0 < µ < 1 (29)

where µ is real valued and represents the learning
rate.

In this study, the first Gaussian derivative
was used as the mother wavelet (f(z) = −z ∗
exp(−z.2/2)). The choice of the size of the hid-
den layer (e.g. Nw), and of the type of the transfer
function f , will be made on a trail and error basis.

4 Simulation Results and
Comparison with other
equalizers

As in [1], a severe amplitude distorted co-
channel involving one interfering co-channel, rep-
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@
@

@

Nw

f

linear sigmoidal
2 -14.3224 -17.5446
3 -14.1691 -17.7201
4 -15.498 -17.3974
5 -15.891 -16.9293
6 -13.8465 -15.4014
7 -15.4157 -17.2444
8 -14.6782 -16.908

Table 4: BER results with different values of
Nw and two different transfer functions for the
Wavenet-based equalizer (feedback case)

@
@

@

C

d

2 3 4 5
1 -13.2 -12.0 -10.9 -12.2
2 -12.7 -12.1 -11.4 -10.4
5 -11.4 -11.6 -10.4 -10.5
10 -12.4 -11.7 -11.5 -11.2
50 -11.3 -12.6 -10.8 -10.7
∞ -10.9 -11.3 -10.5 -10.8

Table 5: BER results with different values of C and
d for the SVM-based equalizer (Transversal case)

@
@

@

C

d

2 3 4 5
1 -16.1 -16.0 -14.5 -13.6
2 -15.9 -16.1 -15.0 -13.4
5 -16.4 -16.4 -14.0 -14.6
10 -16.2 -15.1 -13.8 -13.9
50 -14.0 -15.6 -13.9 -14.3
∞ -16.3 -15.3 -14.1 -14.2

Table 6: BER results with different values of C and
d for the SVM-based equalizer (feedback case)
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Figure 3: Comparison between the DFSVME,
DFWNE, LTE, DFE, and RBF in case 1
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Figure 4: Comparison between the DFSVME,
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resented by H0(z) = 0.3482 + 0.8704z−1 +
0.3482z−2 and H1(z) = λ(0.6 + 0.8z−1), is used
to compare the performance of the equalizers.
The Transversal Support Vector Machine(SVM)
Based Equalizer (TSVME), the Decision Feedback
SVM-based Equalizer (DFSVME), the Transver-
sal Wavelet Network-based Equalizer (TWNE), the
Decision Feedback Wavelet Network-Based Equal-
izer(DFWNE) are all compared with the conven-
tional Linear Transversal Equalizer(LTE), Decision
Feedback Equalizer(DFE), and the Radial Basis
Function Equalizer (RBF) for the same system. For
a fair comparison, all the transversal equalizers em-
ployed were chosen to be of order 4 and the equal-
ization delay was set to (τ = 1). The decision feed-
back equalizers were simulated with a feedforward
and feedback order of 2 and 2, respectively, and
an identical delay τ = 1. All experimental results
come from the averaging of ten independents runs
over a thousand hundred bipolar test samples.

The two Wavelet Network-based equalizers were
trained on-line using an incremental gradient-
descent algorithm. The training was stopped when
the error had reached a steady state. In the case of
the TSVME and the DFSVME , all the train-
ing patterns and targets were used to solve the
quadratic problem. Then the training patterns
with zero-valued Lagrange multipliers were pruned,
and only those left were taken in account during the
testing phase.

The best configuration for the considered equal-
izers were determined beforehand using a trail and
error basis (namely the Nw (hidden-layer size) and
choice of the transfer function for the Wavenet, and
the value of C and the degree of the polynomial ker-
nel for the case of the SVM). These trial results
were computed with a SNR = 15dB and a SIR =
15dB (which leads to a global SINR ' 11.99dB).

As shown in Tables 3 and 4, the Wavenet-based
equalizer offers better results with a sigmoidal
transfer function in all cases. Consequently, only
networks using a sigmoidal transfer function where
further evaluated. The effect of the parameter Nw
was tested between the range 2 and 8, since higher
values would certainly allow the network to over-fit
the data, and lead to too high computational com-
plexity. One can observe two falls at Nw = 3 and
Nw = 7, for both the Transversal (Feedforward)
and Feedback case, with very close BER values. In
the first instance, a value of Nw = 3 was chosen,

as the smaller the size of the hidden layer, the less
free parameters the network would have. But fur-
ther simulation results showed that a hidden layer
of size Nw = 3 was not complex enough, and of-
fered poor performance in high SINR case. Con-
sequently, a value of Nw = 4 was finally used for
later experiments.

Considering the SVM-based equalizer (see Tables
5 and 6), the greater the value of d, worst the re-
sults. A value of d = 3 was chosen, as it offers very
similar results to d = 2, and during experiments
with low SINR’s, a more complex decision bound-
ary would be necessary. The value of C seems to
be irrelevant, since there are very little differences
between the results in the same column (in Table 5
and 6). A value of C = 5 was thus chosen, as it of-
fered good general results, either in the transversal
or the decision-feedback case.

During the comparison with others equalizers,
two scenarios where simulated as described below:

1. a value of λ = 0.0631 was chosen to provide
a constant SIR = 24dB, and the noise power
was varied to produce different SINR’s.

2. the noise power was fixed to σ2
n = 0.00398 giv-

ing rise to constant SNR = 24dB. Then, the
interfering signal power was changed by choos-
ing different values of λ.

The four proposed equalizers were compared to
other common equalizers: the LTE, the DFE, and
the RBF. Results are shown in figure 3 for case 1,
and in figure 4 for the second case. As can be seen,
the DFWNE gives the best BER performance, fol-
lowed by the DFSVME. Surprisingly, The TSVME
provides the worst performance at all, which need
further investigation.

5 Conclusion

A realistic co-channel system was used as a case
study to demonstrate the equalization capability
of the four novel architectures, namely the SVM -
based equalizers and the Wavelet Network-based
equalizers. The results have shown better BER per-
formance characteristics for the two of them incor-
porating decision feedback equalization, compara-
tively to the common LTE, DFE, and RBF equal-
izers.

7

Administrator
272



The results in this study have considered single
co-channel systems, but they can be readily ex-
tended to the multi-co-channel case.

For future work, the performance of the proposed
equalizers need to be compared with the optimal
Bayesian and MLVA based approaches for combat-
ing the co-channel interference problem in mobile
cellular networks.
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Illustration of CBF for 2 Tx and 1 Desired User
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